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Abstract

Motivated by prediction-centric learning problems, two problems are discussed in this thesis.

PART I. Learning a tree-structured Ising model:

We study the problem of learning a tree Ising model from samples such that subsequent predictions based on partial observations are accurate. Virtually all previous work on graphical model learning has focused on recovering the true underlying graph. We define a distance (“small set TV” or ssTV) between distributions $P$ and $Q$ by taking the maximum, over all subsets $S$ of a given size, of the total variation between the marginals of $P$ and $Q$ on $S$; this distance captures the accuracy of the prediction task of interest. We derive non-asymptotic bounds on the number of samples needed to get a distribution (from the same class) with small ssTV relative to the one generating the samples. An implication is that far fewer samples are needed for accurate predictions than for recovering the underlying tree.

PART II. Optimal online algorithms for a latent variable model of recommendation systems:

We consider an online model for recommendation systems, with each user being recommended an item at each time-step and providing ‘like’ or ‘dislike’ feedback. The user preferences are specified via a latent variable model: both users and items are clustered into types. The model captures structure in both the item and user spaces, and our focus is on simultaneous use of both structures. In the case when the type preference matrix is randomly generated, we provide a sharp analysis of the best possible regret obtainable by any algorithm.
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Chapter 1

Introduction

In recent years, a new regime of interest and associated set of problems have become central to machine learning. Due to recent technological advances, the volume of data available has been growing steadily and this enables engineers to attack more complex problems. The data are often high-dimensional, meaning that there are many features associated with each datapoint. From the mathematical point of view, this high dimensionality has required an entirely new set of probabilistic and statistical tools.

The canonical problem in machine learning is the problem of model selection and parameter estimation within a class of statistical models. The proper choice of model allows one to draw conclusions, make predictions and take actions based on the data. Hence, the class of models for the data generation processes and the choice of loss function in the model selection process play key roles.

Our basic philosophy in this thesis is the following: “performance can be improved if the learning algorithm is tailored to the end-goal of the learning process”. This thesis addresses two problems fitting into this theme.

In part I, we consider model selection with the goal of subsequently making predictions based on partial observations. More specifically, we study graphical model learning subject to a loss function which requires posterior distributions to be accurate. Accurate posterior distributions based on partial observations is a necessity to make good predictions, but guaranteeing correct recovery of underlying combinato-
rial structure is not required. Considering this observation in the context of learning graphical models, we show that far fewer samples are required to learn a model which is guaranteed to provide accurate posteriors compared to learning a model which guarantees correct structure recovery.

In part II, we were motivated by recommendation systems, a situation in which actions are taken based on information collected over time. The accuracy of the learned representation is relevant so far as it helps to inform good actions. In particular if the goal of learning is taking actions such as making recommendations, then we can adopt an exploration strategy to learn only the aspects of the model which help us to make meaningful recommendations.

In the following, we give more details about the problem setup and the results in each part:

**Part I.** In part I, our focus is on learning graphical models. In particular, we talk about learning tree-structured Ising models for the purpose of subsequent predictions. Structure learning refers to the problem of learning the underlying graph representing the conditional dependency relations between variable from samples generated from a distribution.

It is often the case that the learned graphical model is used for performing inference later on. This problem has been studied extensively in the literature, but the measure of performance used in the literature has been learning the true underlying graph with high probability. In this body of work, we propose a different measure of performance to guarantee accurate subsequent predictions using the learned graph irrespective of whether or not the underlying graph is recovered correctly. We introduce a loss function called *small set TV distance* (ssTV) between two distributions. We show that small ssTV distance between the original distribution generating the samples and the distribution learned from the samples guarantees that the outcome of any inference task on the graph based on a few observations given the learned distribution is accurate compared to the original distribution.

We provide theoretical guarantees on the outcome of the Chow-Liu algorithm for
tree-structured graphs. We show that structure learning with guarantees of small ssTV requires strictly smaller number of samples than structure learning with accurate recovery of underlying graph.

Part II. The second problem we study is online recommendation systems with a latent variable model. The underlying model of the preference of users for items is based on existence of some types of users and types of items where users of the same type like or dislike each item similar to each other and also items of the same type are liked or disliked similarly by all users. We provide optimal online algorithms and tight regret bounds for the regimes of interest in a model based on only structure in item space and a separate optimal algorithm based on structure only in user space. This is, to the best of our knowledge, one of the first works which provides optimality guarantees in the context of online recommendation systems.

Our analysis elucidates the system operating regimes in which existing algorithms are nearly optimal, as well as highlighting the sub-optimality of using only one of item or user structure (as is done in commonly used item-item and user-user collaborative filtering). This prompts a new hybrid algorithm that is nearly optimal in essentially all parameter regimes.
Part I

Learning a Tree-Structured Ising Model in order to Make Predictions
Chapter 2

Motivation and background

Markov random fields, or undirected graphical models, are a useful way to represent high-dimensional probability distributions [1, 2]. Given an undirected graph $G = (\mathcal{V}, \mathcal{E})$ a Markov random field defined on $G$ is a set of random variables having a Markov property described by $G$: each random variable is associated with a vertex in $G$. A variable is conditionally independent of all other variables given its neighbors.

Their practical utility is in part due to 1) edges between variables capture direct interactions, which make the model interpretable and 2) the graph structure facilitates efficient approximate inference from partial observations, for example using loopy belief propagation or variational methods. The inference task of interest to us in this thesis is evaluation of conditional probabilities or marginals, e.g. $P(x_i | X_S = x_S)$ or $P(x_S)$, having observed values $x_S$ for a set of variables $S$.

In applications it is often necessary to learn the model from data, and it makes sense to measure accuracy of the learned model in a manner corresponding to the intended use. While in some applications it is of interest to learn the graph itself, in many machine learning problems the focus is on making predictions. In the literature, learning the graph is called structure learning; this problem has been studied extensively in recent years, see e.g. [3, 4, 5, 6, 7, 8]. In this thesis we consider the problem of learning a good model for the purpose of performing subsequent prediction from partial observations. This objective has been called “inferning” [9], and has received significantly less attention. This thesis contains, to the best of our knowledge,
the first results on estimating graphical models with a prediction-centric loss that are applicable to the high-dimensional setting.

Structure learning becomes statistically more challenging, meaning more data is required when interactions between variables are very weak or very strong [10, 11, 12]. It is intuitively clear that very weak edges are difficult to detect, leading to non-identifiability of the model. The goal of this thesis is to show that accurate inference is possible even when structure learning is not.

With the goal of making predictions in mind, we introduce a loss function to evaluate learning algorithms based on the accuracy of low-order marginals. The loss between true distribution $P$ and learned distribution $Q$ is defined to be

$$
\mathcal{L}^{(k)}(P, Q) \triangleq \max_{S:|S|=k} d_{TV}(P_S, Q_S),
$$

where $P_S$ denotes the marginal on set $S$. The total variation distance between two distributions $P(x)$ and $Q(x)$ for $x \in \mathcal{X}$ is defined as:

$$
d_{TV}(P, Q) \triangleq \frac{1}{2} \sum_{x \in \mathcal{X}} |P(x) - Q(x)|.
$$

The small-set total variation is inherently far less stringent than the total variation over the entire joint distribution. This makes a crucial difference in high-dimensional models. This same local total variation metric was used by Rebeschini and van Handel in a somewhat different context [13] and has appeared earlier in Dobrushin’s work on Gibbs measures [14]. As discussed in Section 3.2.2, small loss $\mathcal{L}^{(k)}$ guarantees accurate posterior distributions conditioned on sets of size $k - 1$.

Tree-structured graphical models have been particularly well-studied. Aside from their theoretical appeal, there are two reasons for the practical utility of tree models: 1) Structure learning for trees can be accomplished with smaller sample and time complexity as compared to loopy graphs, and 2) Efficient exact inference (computation of marginals) is possible using belief propagation. Sum-product or max-product algorithm are two well-studied examples [15, 16, 1, 17] of inference algorithms on
trees. Hence, in this thesis, we focus on tree-structured models.

In this thesis, we restrict attention to tree-structured Ising models with no external field, defined as follows. For tree $\mathcal{T} = (\mathcal{V}, \mathcal{E})$ on $p$ nodes and edge parameters $\theta_{ij}$ for each edge $(i,j) \in \mathcal{E}$, each configuration $x \in \{-1, +1\}^p$ is assigned probability

$$P(x) = \exp \left( \sum_{(i,j) \in \mathcal{E}} \theta_{ij} x_i x_j - \Phi(\theta) \right),$$

(2.2)

where $\Phi(\theta)$ is the normalizing constant. We assume throughout that $\alpha \leq |\theta_{ij}| \leq \beta$ for some $\alpha, \beta \geq 0$ for each edge $(i, j) \in \mathcal{E}$. An external field at node $i$ can be captured by a term $\theta_i x_i$ in the exponent. No external field means that $\theta_i = 0$ for each $i$. This implies that $P(X_i = +1) = P(X_i = -1) = 1/2$ for all $i$.

Suppose we observe i.i.d. samples, generated from a tree-structured Ising model. The main question we address is how many samples are required in order to guarantee that subsequent inference computations are accurate. Since computation of marginals on trees is easy, the crux of the task is in learning a model with marginals that are close to those of the original model. One of the take-home messages is that learning for the purpose of making predictions requires dramatically fewer samples than is necessary for correctly recovering the underlying tree. The central technical challenge is that our analysis must also apply when it is impossible to learn the true tree, and this requires careful control of the sorts of errors that can occur.

Our main result gives lower and upper bounds on the number of samples needed to learn a tree Ising model to ensure small $\mathcal{L}^{(2)}$ loss, which in this setting is equivalent to accurate pairwise marginals. We emphasize that the task is to learn a model from the same class (tree-structured Ising) with these guarantees; this is sometimes called proper learning [18]. The main result concerns the maximum likelihood tree (also called Chow-Liu tree [19]), defined in Section 3.2. We give a preview here:

**Theorem 2.1.** Fix $\eta > 0$. Given $n > C \max\{\eta^{-2} \log \frac{p}{\delta \eta}, e^{2\beta} \log \frac{p}{\delta}\}$ samples generated according to a tree Ising model $P$ defined in (2.2) with $|\theta_{ij}| \leq \beta$. Denote the Chow-Liu tree by $\mathcal{T}^{CL}$. The Ising model $Q$ on $\mathcal{T}^{CL}$ obtained by matching correlations satisfies $\mathcal{L}^{(2)}(P,Q) \leq \eta$ with probability at least $1 - \delta$. Conversely, if
\[ n \leq C'\eta^{-1} \text{atanh}^{-1} \eta \log(p/\eta), \text{ then no algorithm can find a tree model } Q \text{ such that } \mathcal{L}^{(2)}(P, Q) \leq \eta \text{ with probability greater than half.} \]

The result shows that the Chow-Liu tree, which can be found in time \( O(p^2 \log p) \), gives small \( \mathcal{L}^{(2)} \) error. We next place the result in the context of related work.

### 2.1 Related work

Structure learning in general graphical models has been studied extensively. Information-theoretic bounds on the number of samples have been provided [10, 12, 11, 20, 21, 22].

Structure learning of trees has been studied by [19, 23]. Learning of generalizations of tree-structured models has been studied, including: forest approximations [24, 25], polytrees [26], bounded treewidth graphs [27, 28], loopy graphs with correlations decay [29, 30], and mixtures of trees [31, 8].

Loopy belief propagation yields accurate marginals in high girth graphs (locally tree-like graphs) with correlation decay. This fact is used by Heinemann and Globerson [9] to justify an algorithm which recovers all the edges from this family, given sufficiently many samples. The output of their algorithm can have extra edges, which are proved to be weak. Given number of samples scaling at least linearly with \( p \), they guarantee that the learned distribution is within a constant of the true one in Kullback-Leibler divergence.

In [28], a polynomial time algorithm using a polynomial number of samples is proposed to learn bounded tree-width graphical models with respect to KL divergence. They use ideas from submodular optimization and proper factorization of the distribution over bounded treewidth graphs.

Learning of latent tree models has been well-studied in the phylogenetic reconstruction literature. Erdös et al. [32] studied sample and time complexity of tree metric based algorithms to reconstruct phylogenetic trees. Daskalakis et al. [33] and Mossel [34] use distorted tree metrics to get approximations of the phylogenetic trees when the exact reconstruction of the tree is not possible. In [34] a forest approximation of the tree is recovered. The maximum number of connected components in this
forest is given as a function of edge strengths, maximum distance between the leaves and the number of leaves. Daskalakis et al. [33] removed the prior assumptions on the phylogenetic tree and instead a forest structure is recovered which is guaranteed to recover edges that are sufficiently long and sufficiently close to the leaves.

The tree metric over $p$ nodes is associated with a weighted spanning tree such that the distance between every pair of nodes is the sum of weights of the edges along the path between the nodes in the tree. In Agarwala et al. [35], given a pairwise distance matrix $D$ over $p$ nodes is approximated by a tree metric with induced distance matrix $T$. Let $\epsilon = \min_T\{\|T - D\|_\infty\}$ where $T$ is a tree metric. An $O(p^2)$ algorithm is provided which produces $\hat{T}$ with $\|\hat{T} - D\|_\infty \leq 3\epsilon$. It is shown that finding a $T$ with $\|T - D\|_\infty \leq 9/8\epsilon$ is NP-hard. Ambainis et al. in [36] studied the leaf variational distance between the original distribution on a latent tree under the Cavender-Farris (CF) model and the learned latent tree. Let tree $T$ with leaves $\mathcal{V}$ be a CF-tree on $p$ leaves with the property that all its edges are of length at least $1/\sqrt{n}$, (which is translated as $\log \tanh \alpha < 1/\sqrt{n}$ in our model). Then given $n$ observations, their proposed algorithm produces a distribution $Q$ on a tree $T'$ with leaves $\mathcal{V}$ such that $\mathcal{L}^{(2)}(P_{\mathcal{V}}, Q_{\mathcal{V}}) = O(\sqrt{pe\beta/n})$ (Here $P_{\mathcal{V}}$ and $Q_{\mathcal{V}}$ are marginals of $P$ and $Q$ on leaves $\mathcal{V}$). We will discuss these results and compare them with our setup in detail in Section 6.

Wainwright [37] was motivated by the same general problem of learning a graphical model to be subsequently used for making predictions, but the focus was on computational rather than the statistical limits. For loopy graphs, both estimation of parameters and prediction based on finite observations are computationally challenging tasks. Hence, for both, approximate heuristic methods are often used. For given model parameters, approximate prediction can be achieved using heuristics such as reweighted sum-product (a convex relaxation). Intriguingly, when using such approximate prediction algorithms, an inconsistent procedure for estimation of parameters can give better predictions. The results elucidate asymptotic performance, but the analysis does not apply to high-dimensional setting with fewer samples $n$ than dimension $p$.
2.2 Outline of part I

The next section provides background on the Ising model, tree models, and graphical model learning. Section 3.2.1 introduces the problem of learning tree-structured Ising models and specifies the sample complexity of exact recovery. Then, in Section 3.2.2 we define a loss function motivated by inference computation and state our main result in Section 3.2.3. Section 3.3.1 analyzes an illustrative example to provide intuition for the main result. Section 3.3.2 introduces the truncation algorithm and analyzes its performance in terms of ssTV and Section 3.4 contains a sketch of the full proof. Section 4 contains proof of the main result. Sections 4.5 through 4.7 contain further proofs.
Chapter 3

Learning for the purpose of making prediction

3.1 Preliminaries

3.1.1 Notation

For a given tree $T = (V, E)$ and positive numbers $\alpha$ and $\beta$, let $\mathcal{P}_T(\alpha, \beta)$ be the set of Ising models (2.2) with the restriction $\alpha \leq |\theta_{ij}| \leq \beta$ on each edge $(i, j) \in E$. Denote by $\mathcal{P}_T = \mathcal{P}_T(0, \infty)$ the set of Ising models on $T$ with no restrictions on parameter strength.

Denote by $\mu_{ij} = \mathbb{E}_P X_i X_j$ the correlation between the variables corresponding to $i, j \in V$. For an edge $e = (i, j)$, we write $\mu_e = \mu_{ij}$ and similarly for a set of edges $A \subseteq E$, $\mu_A = \prod_{e \in A} \mu_e$. Given $n$ i.i.d. samples $X^{(1:n)} = X^{(1)}, \ldots, X^{(n)}$, the empirical distribution is denoted by $\hat{P}(x) = \frac{1}{n} \sum_{l=1}^{n} 1_{\{X^{(l)} = x\}}$ and $\hat{\mu}_{ij} = \mathbb{E}_{\hat{P}} X_i X_j$ is the empirical correlation between nodes $i$ and $j$.

3.1.2 Tree models

A probability measure $P$ on $\mathcal{X}^V$ is Markov with respect to a graph $G = (V, E)$ if for all $i \in V$, we have $P(x_i|x_{\partial i}) = P(x_i|x_{\partial i})$ (here $\partial i$ is the neighborhood of $i$ in $G$). In this part, we are interested in distributions $P$ that are Markov with respect to a
tree $T = (\mathcal{V}, \mathcal{E})$. A consequence (see [15]) is that $P(x)$ factorizes as

$$
P(x) = \prod_{i \in \mathcal{V}} P(x_i) \prod_{(i,j) \in \mathcal{E}} \frac{P(x_i, x_j)}{P(x_i)P(x_j)}.
$$

(3.1)

Denote by $D(Q \parallel P)$ the Kullback-Leibler divergence between probability measures $Q$ and $P$ defined as $D(Q \parallel P) = \sum_{x \in \mathcal{X}} Q(x) \log \frac{Q(x)}{P(x)}$. For an arbitrary distribution $P$ and tree $T$, the distribution

$$
\tilde{P}(x) = \arg \min_{Q \text{ is factorized as (3.1) according to } T} D(P \parallel Q)
$$

is the best approximation to $P$ within the set of distributions Markov with respect to the tree $T$. It is proved by Chow and Liu in [19] that $\tilde{P}$ is specified by matching the first and second order marginals to those of $P$, i.e., for all $(i,j) \in \mathcal{E}$, and all $x_i, x_j \in \mathcal{X}$, $\tilde{P}(x_i, x_j) = P(x_i, x_j)$.

Let

$$
\Pi_T(P) = \arg \min_{Q \in \mathcal{P}_T} D(P \parallel Q)
$$

(3.2)

be the reverse information projection of $P$ onto the class of Ising models on $T = (\mathcal{V}, \mathcal{E})$ with no external field. Hence, $\tilde{P} = \Pi_T(P)$ can be represented as Equation (2.2) for some $\tilde{\theta}$ supported on $T$ (i.e., $\tilde{\theta}_{ij} = 0$ if $(i,j) \notin \mathcal{E}$).

It is shown in the supplementary materials that $\tilde{P} = \Pi_T(P)$ has edge weights $\tilde{\theta}_{ij}$ for each $(i,j) \in \mathcal{E}_T$ satisfying $\tanh \tilde{\theta}_{ij} = \mu_{ij} \triangleq \mathbb{E}_P X_i X_j$.

Denote the set of all trees on $p$ nodes by $\mathcal{T}$. For some distribution $P \in \mathcal{P}_T$, one observes $n$ independent samples (configurations) $X^{(1)}, \ldots, X^{(n)} \in \{-, +\}^p$ from the Ising model (2.2). Restricting to trees, a structure learning algorithm is a (possibly randomized) map $\phi : \{-1, +1\}^{p \times n} \rightarrow \mathcal{T}$ taking $n$ samples $X^{(1:n)} = X^{(1)}, \ldots, X^{(n)}$ to a tree $\phi(X^{(1:n)})$.

The maximum likelihood tree or Chow-Liu tree plays a central role in tree structure learning. Chow and Liu [19] observed that the maximum likelihood tree is the max-weight spanning tree in the complete graph, where each edge has weight equal to the empirical mutual information between the variables at its endpoints. The tree can
thus be found greedily via Kruskal’s algorithm [19, 38], and the run-time is dominated by computing empirical mutual information between all pairs of nodes.

In the supplementary materials application of analysis similar to [19] to zero-field Ising models on trees is provided to support the following definition:

**Definition 3.1 (Chow-Liu Tree).** Given \( n \) i.i.d samples \( X^{(1:n)} \) from distribution \( P \in \mathcal{P}_T \), we define the Chow-Liu tree to be the maximum likelihood tree:

\[
T^{\text{CL}} = \arg\max_{T \in \mathcal{T}} \max_{P \in \mathcal{P}_T} P(X^{(1:n)}).
\]

This definition is slightly abusing the conventional terminology, as the Chow-Liu tree is classically the maximum likelihood tree assuming that the generative distribution is tree-structured [19], whereas in our definition we are assuming that the original distribution \( P \in \mathcal{P}_T \) can be described by Equation (2.2). Thus, it is not only tree-structured but also has uniform singleton marginals.

Note that maximizing the likelihood of i.i.d. samples corresponds to minimizing the KL divergence. Given the samples \( X^{(1:n)} \) with empirical distribution

\[
\hat{P}(x) = \frac{1}{n} \sum_{m=1}^{n} 1[X^{(m)} = x],
\]

\( T^{\text{CL}} = \arg\min_{T \in \mathcal{T}} \min_{P \in \mathcal{P}_T} D(\hat{P} \parallel P) \). It is shown in the supplementary materials that

\[
T^{\text{CL}} = \arg\max_{\{\text{spanning trees } T'\}} \sum_{e \in \mathcal{E}_{T'}} |\hat{\mu}_e|,
\]

(3.3)

where for \( e = (i, j) \),

\[
\hat{\mu}_e = \mathbb{E}_P X_i X_j = \frac{1}{n} \sum_{m=1}^{n} X_i^{(m)} X_j^{(m)},
\]

is the empirical correlation between variables \( X_i \) and \( X_j \).

Chow and Wagner [39] showed that the maximum likelihood tree is consistent for structure learning of general discrete tree models, i.e., in the limit of large sample size \( n \) the correct graph structure is found. More recently, detailed analysis of error
exponents was carried out by Tan et al. [23, 24]. A variety of other results and generalizations have appeared, including for example Liu et al.’s work on forest estimation with non-parametric potentials [25] (we will not address general potentials in this thesis).

3.2 Learning trees to make predictions

In this section, we first state a specialization to our setting of the Chow-Liu algorithm. Next, in order to place the learning for predictions problem into context, we discuss the problem of exact structure learning and give tight (up to a multiplicative constant) sample complexity for that problem. Finally, in Section 3.2.2 we define the ssTV distance $L^{(k)}$, explain how it relates to prediction, and then state our results.

3.2.1 Exact recovery of trees

The statistical performance of a structure learning algorithm is often measured using the zero-one loss,

$$L^{0-1}(T, T') = 1_{\{T \neq T'\}},$$  \hspace{1cm} (3.4)

meaning that the exact underlying graph must be learned (see e.g., [4, 10, 24, 25]). The risk, or expected loss, under some distribution $P \in \mathcal{P}_T(\alpha, \beta)$ is then given by the probability of reconstruction error, $\mathbb{E}_P L^{0-1}(T, \phi(X^{(1:n)})) = P(\phi(X^{(1:n)}) \neq T)$, and for given $\alpha, \beta, p$ and $n$, the maximum risk is $\sup\{P(\phi(X^{(1:n)}) \neq T) : T \in \mathcal{T}, P \in \mathcal{P}_T(\alpha, \beta)\}$.

The sample complexity of learning the correct tree underlying the distribution increases as edges become weaker, i.e., as $\alpha \to 0$, because weak edges are harder to detect. As the upper bound on maximum edge parameter $\beta$ increases, there is a similar increase in sample complexity (as shown by [10, 12] for Ising models on general bounded degree graphs). In the context of tree-structured Ising models we give the following theorem:
Theorem 3.2 (Samples necessary for structure learning). Given \( n < \frac{1}{16} e^{2\beta} \alpha^{-2} \log p \) samples, the worst-case probability of error over trees \( T \in \mathcal{T} \) and distributions \( P \in \mathcal{P}_T(\alpha, \beta) \) is at least half for any algorithm, i.e.,

\[
\inf_{\phi} \sup_{T \in \mathcal{T}} \sup_{P \in \mathcal{P}_T(\alpha, \beta)} P(\phi(X^{(1:n)}) \neq T) > \frac{1}{2}.
\]

The proof, given in Section 4.5.1, applies Fano’s inequality to a large set of trees that are difficult to distinguish. The next theorem gives an essentially matching sufficient condition.

Theorem 3.3 (Samples sufficient for structure learning). Fix an arbitrary tree \( T \) and Ising model \( P \in \mathcal{P}_T(\alpha, \beta) \). If the number of samples is \( n > C e^{2\beta} \tanh^{-2}(\alpha) \log(p/\delta) \), then with probability at least \( 1 - \delta \) the Chow-Liu algorithm recovers the true tree, i.e., \( T^{\text{CL}} = T \).

The proof is presented in Section 4.5.2. Note that if \( \alpha < 1/2 \), then Theorems 3.2 and 3.3 give matching bounds (up to numerical constant) for the sample complexity of learning the tree structure of an Ising model with zero external field (defined immediately after Equation (2.2)). The necessary number of samples increases as the minimum edge weight \( \alpha \) decreases. Hence, if edges can be arbitrarily weak, it is impossible to learn the tree given any bounded number of samples. If the goal is merely to make accurate predictions, it is natural to seek a less stringent, approximate notion of learning.

Several papers consider learning a model that is close in KL-divergence, e.g. [6, 25, 9, 40, 24]. The sample complexity of learning a model to within constant KL-divergence \( \epsilon \) scales at least linearly with the number of variables \( p \), an unrealistic requirement in the high-dimensional setting of interest. Using a number of samples scaling logarithmically in dimension requires relaxing the KL-divergence to scale linearly in \( p \), but this does not imply a non-trivial guarantee on the quality of approximation for marginals of few variables (as done in this paper). The same observation is true for the total variation as the measure of distance. The TV distance between
the learned model the original joint distribution over \( p \) variables, scales linearly with \( p \) given fixed number of observations.

In the next section, we study estimation with respect to the small-set TV loss, which captures accuracy of prediction based on few observations. We will see that the associated sample complexity is independent of the minimum edge parameter \( \alpha \) of the original model.

### 3.2.2 Small set total variation

For a subset of nodes \( S \subseteq \{p\} \), we denote by \( P_S \) the marginal distribution \( P_S(x_S) = \sum_{x_{V\setminus S}} P(x) \).

Given two distributions \( P \) and \( Q \) on the same space, for each \( k \geq 1 \) the maximum total variation distance over all size \( k \) marginals is denoted by

\[
\mathcal{L}^{(k)}(P,Q) \triangleq \max_{S:|S|=k} d_{TV}(P_S,Q_S).
\]

Note that \( \mathcal{L}^{(k)} \) is non-decreasing in \( k \). One can check that \( \mathcal{L}^{(k)} \) satisfies the triangle inequality: for any three distributions \( P, Q, R \),

\[
\mathcal{L}^{(k)}(P,Q) + \mathcal{L}^{(k)}(Q,R) \geq \mathcal{L}^{(k)}(P,R). \quad (3.5)
\]

Closeness of \( P \) and \( Q \) in \( \mathcal{L}^{(k)} \) implies that the respective posteriors conditioned on subsets of variables of size \( k-1 \) are close on average. To see this, suppose that we wish to compute \( P(X_i = +|X_S) \). We measure performance of the approximation \( Q \) by the expected magnitude of error \( |P(x_i = +|X_S) - Q(x_i = +|X_S)| \) averaged over
$X_S$: 

$$
\mathbb{E}_{X_S} |P(X_i = + | X_S) - Q(X_i = + | X_S)| 
= \sum_{x_S} |P(X_i = +, X_S = x_S) - Q(X_i = +, X_S = x_S)| P(X_S = x_S) 
\leq \sum_{x_S} |P(X_i = +, X_S = x_S) - Q(X_i = +, X_S = x_S)| + \sum_{x_S} |Q(x_S) - P(x_S)| 
\leq 2 \mathcal{L}^{(|S|+1)}(P, Q) .
$$

The last inequality is a consequence of monotonicity of $\mathcal{L}^{(k)}$ in $k$.

In this paper we focus on $\mathcal{L}^{(2)}$. Preliminary implications for $k \geq 3$ are discussed in the supplementary materials. For trees $T, \tilde{T} \in \mathcal{T}$ and distributions $P \in \mathcal{P}_T$ and $\tilde{P} \in \mathcal{P}_{\tilde{T}}$, we have

$$
\mathcal{L}^{(2)}(P, \tilde{P}) = \max_{w, \bar{w} \in V} \frac{1}{2} \sum_{x_w, x_{\bar{w}} \in \{-, +\}^2} |P(x_w, x_{\bar{w}}) - \tilde{P}(x_w, x_{\bar{w}})| 
= \max_{w, \bar{w} \in V} \frac{1}{2} \left| \prod_{e \in \text{path}_T(w, \bar{w})} \mu_e - \prod_{e' \in \text{path}_{\tilde{T}}(w, \bar{w})} \tilde{\mu}_{e'} \right| , \quad (3.6)
$$

where for $e = (i, j) \in \mathcal{E}_T$, $\mu_e = \mathbb{E}_P X_i X_j$ and for $e' = (i, j) \in \mathcal{E}_{\tilde{T}}$, $\tilde{\mu}_{e'} = \mathbb{E}_{\tilde{P}} X_i X_j$. Since $P(x_i = +) = 1/2$, $P(x_w, x_{\bar{w}}) = [1 + x_w x_{\bar{w}} \mathbb{E}_P [X_w X_{\bar{w}}]]/4$ and analogously for $\tilde{P}$. Also, from the Ising model definition (2.2) one can check that $\mathbb{E}_P X_w X_{\bar{w}} = \prod_{e \in \text{path}_T(w, \bar{w})} \mu_e$. The same holds for $\tilde{P} \in \mathcal{P}_{\tilde{T}}$, which gives (3.6).

Notice that the products of correlations appearing in Equation (3.6) are along possibly different paths when the corresponding trees $T$ and $\tilde{T}$ are not equal.

### 3.2.3 Main result

Our main contribution is to provide upper and lower bounds on the number of samples required to obtain accurate pairwise marginals. To get the upper bound on the number of samples, we study the Chow-Liu algorithm and bound the expression in Equation (3.6). The Chow-Liu algorithm produces the maximum likelihood tree,
which minimizes the expected zero-one loss in (3.4). As shown in Theorem 3.4, the maximum likelihood tree also performs well in terms of accuracy of pairwise marginals.

Recall from (3.2) that \( \Pi_T(P) = \arg \min_{Q \in \mathcal{P}(T)} D(P\|Q) \) is the reverse information projection of the distribution \( P \) onto the set of zero-field Ising models on tree \( T \).

**Theorem 3.4** (Learning for inference using Chow-Liu algorithm). For \( T \in \mathcal{T} \), let the distribution \( P \in \mathcal{P}_T(0, \beta) \). Given \( n > C \max \{ e^{2\beta} \log \frac{\xi}{\delta}, \eta^{-2} \log \frac{p}{\eta^2} \} \) samples, if the tree \( T^{\text{CL}} \) is the Chow-Liu tree as defined in (3.3), then with probability at least \( 1 - \delta \) we have \( \mathcal{L}^{(2)}(P, \Pi_{T^{\text{CL}}} (\hat{P})) < \eta \).

The main challenge is that the number of samples available in this regime is not sufficient for structure learning, as can be seen by comparing with Theorem 3.2. This means that accurate marginals must be computed using possibly a wrong tree. A sketch of the proof is provided in Section 3.4.

We also lower bound the number of samples necessary for small \( \mathcal{L}^{(2)} \) loss. Let the learning algorithm be \( \Psi : \{-1, +1\}^{p \times n} \to \mathcal{P} \) where \( \mathcal{P} = \bigcup_{T \in \mathcal{T}} \mathcal{P}_T \) is the set of tree-structured Ising models with no external field defined in Equation (2.2).

**Theorem 3.5** (Samples necessary for small ssTV). Suppose one observes

\[
n < \frac{1}{6 \eta \text{atanh}(\eta)} \log(p/\eta)
\]

samples. Then the worst-case probability of \( \mathcal{L}^{(2)} \) loss greater than \( \eta \) taken over trees \( T \in \mathcal{T} \) and distributions \( P \in \mathcal{P}_T(\alpha, \beta) \) is at least half for any algorithm, i.e.,

\[
\inf_{\Psi} \sup_{T \in \mathcal{T}} \sup_{P \in \mathcal{P}_T(\alpha, \beta)} \mathbb{P} \left[ \mathcal{L}^{(2)}(P, \Psi(X^{(1:n)})) > \eta \right] > 1/2.
\]

In the statement of the above lower bound for sample complexity we assume \( \tanh(\beta) - \tanh(\alpha) \geq \sqrt{\eta/p} \). The proof is provided in Section 4.4. The high-probability bounds from Theorems 3.4 and 3.5 imply the following bounds on risk.

**Corollary 3.6** (Upper bound for risk). For \( T \in \mathcal{T} \), let the distribution \( P \in \mathcal{P}_T(0, \beta) \). Given \( n \) samples with empirical distribution \( \hat{P} \), if the tree \( T^{\text{CL}} \) is the Chow-Liu tree...
as defined in (3.3), then
\[
\mathbb{E}\left[\mathcal{L}^{(2)}(P, \Pi_{T^{\alpha}}(\hat{P}))\right] < C'p^2 \exp(-Cn e^{-2\beta}) + C'' \sqrt{\log n + \log p \over n}.
\]

**Corollary 3.7** (Lower bound for risk). Suppose one observes \( n \) samples. Then the minimax risk over trees \( T \in \mathcal{T} \) and distributions \( P \in \mathcal{P}_T(\alpha, \beta) \) is lower bounded by
\[
\inf_{\psi} \sup_{T \in \mathcal{T}(\alpha, \beta)} \mathbb{E}\left[\mathcal{L}^{(2)}(P, \Psi(X^{(1:n)}))\right] > \min\left\{1 \over 24 \sqrt{\log n + \log p \over n}, 1/4\right\}.
\]

The upper bound in Corollary 3.6 has an extra term (that depends on \( \beta \)) relative to the lower bound of Corollary 3.7. We conjecture that the lower bound is tight.

### 3.3 Illustrative example and comparison with forest approximation

#### 3.3.1 Three node Markov chain

A Markov chain with three nodes captures a few of the key ideas developed in this paper. Let \( p = 3 \) and \( P(X_1, X_2, X_3) \) be represented by the tree \( T_1 \) in Figure 3.3.1 in which \( X_1 \leftrightarrow X_2 \leftrightarrow X_3 \) form a Markov chain with correlations \( \mu_{12}, \mu_{23} \) and \( \mu_{13} = \mu_{12}\mu_{23} \). Without loss of generality, we assume \( \mu_{12}, \mu_{23} > 0 \). Suppose that for some small value \( \epsilon \), \( \mu_{12} = 1 - \mu_{23} = \epsilon \).

Given \( n \) samples from \( P \), the empirical correlations \( \hat{\mu}_{12}, \hat{\mu}_{23} \) and \( \hat{\mu}_{13} \) are concentrated (to within \( \approx \pm 1/\sqrt{n} \) with high probability) around \( \mu_{12} = \epsilon, \mu_{23} = 1 - \epsilon \) and \( \mu_{13} = \mu_{12}\mu_{23} = \epsilon(1 - \epsilon) \). Let \( \hat{\mu}_{12} = \mu_{12} + z_{12}, \hat{\mu}_{23} = \mu_{23} + z_{23} \) and \( \hat{\mu}_{13} = \mu_{12}\mu_{23} + z_{13} \), where the fluctuations of \( z_{12}, z_{23} \) and \( z_{13} \) shrink as \( n \) grows. It is useful to imagine the typical fluctuations of \( z_{ij} \) to be on the order \( \epsilon/10 \).

Since \( \max\{\mu_{12}, \mu_{13}\} = \max\{\epsilon, \epsilon(1 - \epsilon)\} = \epsilon \ll \mu_{23} \), concentration bounds guarantee that with high probability \( \hat{\mu}_{23} > \max\{\hat{\mu}_{12}, \hat{\mu}_{13}\} \) and the (greedy implementation of) Chow-Liu algorithm described in (3.3) adds the edge \((2, 3)\) to \( T^{\text{CL}} \). However,
because $\mu_{12} - \mu_{13} = \epsilon^2$ is smaller than the fluctuations of $z_{12}$ and $z_{13}$ there is no guarantee that $\hat{\mu}_{12} > \hat{\mu}_{13}$. In particular, if $z_{13} - z_{12} > \epsilon^2$, then edge $(1, 3)$ is added and $T_{\text{CL}} = T_3$.

The preceding discussion provides the intuition underlying a statistical characterization of the possible errors made by the Chow-Liu algorithm. To make this quantitative, later on in the proof, we determine a value $\tau := \tau(n, \beta, \delta)$ so that any (strong) edge $e$ with $|\mu_e| \geq \tau$ is recovered by the Chow-Liu algorithm with probability at least $1 - \delta$. Equivalently, if there is a mistake made by the Chow-Liu algorithm such that $e \in E_T$ but $e \notin E_{T\text{CL}}$, then $|\mu_e| \leq \tau$ (i.e., missed edges are weak). This is going to play a key role in bounding the ssTV $\mathcal{L}^{(2)}$ for $T_{\text{CL}}$, whether or not it is equal to $T$.

In the regime where $n$ is not large enough to guarantee the correct recovery of all the edges in the tree, there are two natural strategies:

I. **Forest approximation algorithm**: This algorithm attempts to recover a forest $\mathcal{F}$ which is a good approximation of the original tree $T$ in the sense that $\mathcal{E}_\mathcal{F} \subseteq \mathcal{E}_T$. This is accomplished by finding a forest consisting of sufficiently strong edges, i.e. having weight at least $\tau$ for an appropriate value of $\tau$. As shown by Tan et al. in [24], such a forest can be obtained by running the Chow-Liu algorithm

---

Figure 3.3.1: The original distribution factorizes according to $T_1$. The width of the edges indicate the coupling strength between the nodes. The forest approximation algorithm (defined later in Section 3.3.2) would recover $\hat{T} = T_2$ as the correlation between node $x_1$ and all the other nodes is not strong enough to recover any edge confidently. Running Chow-Liu algorithm would recover $T_{\text{CL}}$ to be $T_1$ or $T_2$ depending on the realization of the samples.
and removing the edges with weight below \( \tau \). The details of this algorithm and its sample complexity will be discussed in Section 3.3.2.

II. **Chow-Liu Algorithm:** We can use the Chow-Liu tree as our estimated structure despite the fact that it may well be incorrect.

For our three-node example, the forest approximation algorithm would return \( \hat{T} = T_2 \) in Figure 3.3.1, whereas Chow-Liu would give \( \hat{T} = T_1 \) or \( \hat{T} = T_3 \). To focus on the implication of graph structure estimation (as opposed to parameter estimation), we compare the *loss due to graph estimation error*, defined as \( \mathcal{L}(2)(P, \Pi_{\hat{T}}(P)) \), for the above cases:

\[
\begin{align*}
\hat{T} = T_1 & \rightarrow \mathcal{L}(2)(P, \Pi_{\hat{T}}(P)) = 0, \\
\hat{T} = T_2 & \rightarrow \mathcal{L}(2)(P, \Pi_{\hat{T}}(P)) = |\mu_{12}| = \epsilon, \\
\hat{T} = T_3 & \rightarrow \mathcal{L}(2)(P, \Pi_{\hat{T}}(P)) = |\mu_{12}|(1 - \mu_{23}^2) = \epsilon^2(2 - \epsilon).
\end{align*}
\]

Evidently, the loss due to graph estimation error in the forest approximation algorithm is bigger than the Chow-Liu algorithm, whether or not the latter recovers the true tree. This is because the Chow-Liu algorithm does not make arbitrary errors in estimating the tree: errors happen when both the original tree and the estimated tree describe the original distribution rather well. A formalization of this statement is given in Theorem 3.4.

### 3.3.2 Forest approximation

In the regime where exact recovery of the tree is impossible, a reasonable goal is to instead find a forest approximation to the tree. In this section we analyze a natural forest approximation algorithm, which thresholds to zero edges with correlation below a specified value \( \tau \).

There is extensive literature on estimating forests in the fully observed setting of this paper, including [24, 25]. Mossel in [34] studied the problem of learning phylogenetic forests, where samples are only observed at the leaves of the tree. They
quantified the idea that most edges of phylogenies are easy to reconstruct. In the regime that the sample complexity of structure learning is too high, they instead estimate a forest. An upper bound on the number of connected components in the forest is provided as a function of the number of leaves, the minimum edge weight, and the metric distortion bounds. Our results in this section are consistent with the asymptotic conditions on the thresholds given in [24] by Tan et al. for forest approximation of general distributions over trees.

The forest approximation algorithm considered in this section thresholds to zero the edges with correlations below $\tau = \frac{4e}{\sqrt{1-\tanh^2 \beta}}$ for $\epsilon = \sqrt{2/n \log(2p^2/\delta)}$. This is equivalent to finding the maximum-weight spanning forest over the complete graph with edge weights $|\hat{\mu}_e| - \tau - \epsilon$. The output $\hat{T} = (V, \hat{E})$ is a truncated version of $T^{CL}$ such that the empirical correlation between any pair of nodes $(i, j) \in \hat{E}$ satisfies $|\hat{\mu}_{ij}| \geq \tau + \epsilon$.

**Proposition 3.8.** Given $n > C \max\{e^{2\beta}/\eta^2 \log \frac{p}{\epsilon}, 1/\eta^2 \log \frac{p}{\eta \delta}\}$ samples, the forest approximation algorithm guarantees that with probability $1 - \delta$ we have $\mathcal{E}_{\hat{T}} \subseteq \mathcal{E}_{T}$ and $\mathcal{L}^{(2)}(P, \Pi_{T^{CL}}(\hat{P})) < \eta$.

The proof is presented in the supplementary material. Comparing the above statement with Proposition 3.10 shows that in general the loss due to graph estimation using the truncation algorithm is (asymptotically) strictly greater than the loss incurred by the Chow-Liu algorithm, which continues adding edges that may be incorrect.

### 3.4 Outline of proof

We now sketch the argument for the main result, Theorem 3.4, guaranteeing accurate pairwise marginals in the Chow-Liu tree. The starting point is an application of the triangle inequality (3.5):

$$
\mathcal{L}^{(2)}(P, \Pi_{T^{CL}}(\hat{P})) \leq \mathcal{L}^{(2)}(P, \Pi_{T^{CL}}(\hat{P})) + \mathcal{L}^{(2)}(\Pi_{T^{CL}}(P), \Pi_{T^{CL}}(\hat{P})).
$$

(3.7)
The first term on the right-hand side of Equation (3.7) represents the error due to the difference in the structure of $T$ and $T_{\text{CL}}$, so we call this first term the *loss due to graph estimation error*. Equation (3.6) tells us that for each pair of nodes $u, v \in \mathcal{V}$, $\text{path}_T(u, v)$ and $\text{path}_{T_{\text{CL}}}(u, v)$ must be compared.

The second term on the right-hand side of Equation (3.6) represents the propagation of error due to inaccuracy in estimated parameters. Recall that the estimated parameters on the Chow-Liu tree are obtained by matching correlations to the empirical values.

Theorem 3.4 follows by separately bounding each term on the right-hand side of Equation (3.7).

**Proposition 3.9** (Loss due to parameter estimation error). *Given*

$$n > C \max \{e^{2\beta} \log \frac{P}{\delta}, \eta^{-2} \log \frac{P}{\eta \delta} \}$$

*samples, with probability at least $1 - \delta$ we have $L^{(2)}(\Pi_{T_{\text{CL}}}(P), \Pi_{T_{\text{CL}}}(\hat{P})) < \eta$.***

**Proposition 3.10** (Loss due to graph estimation error). *Given*

$$n > C \max \{e^{2\beta}, \eta^{-2} \} \log \frac{P}{\delta}$$

*samples, with probability at least $1 - \delta$ we have $L^{(2)}(P, \Pi_{T_{\text{CL}}}(P)) < \eta$.***

These two propositions are proved in full detail in Sections 4.1 and 4.2. In the remainder of this section we define probabilistic events of interest and sketch the proofs. Proposition 3.9 has a relatively straightforward proof, while the major technical contribution is in Proposition 3.10. The latter uses a careful inductive argument to control the errors arising from computation of correlations using an incorrect tree.

We define three highly probable events $E^{\text{corr}}(\epsilon), E^{\text{strong}}(\epsilon)$ and $E^{\text{cascade}}(\epsilon)$ as follows. Let $E^{\text{corr}}(\epsilon)$ be the event that all empirical correlations are within $\epsilon$ of population values:

$$E^{\text{corr}}(\epsilon) = \left\{ \max_{w, \tilde{w} \in \mathcal{V}} |\mu_{w, \tilde{w}} - \hat{\mu}_{w, \tilde{w}}| \leq \epsilon \right\}. \quad (3.8)$$
Let $\tau = 4\epsilon/\sqrt{1 - \tanh \beta}$ and

$$E^\text{strong}_T = \{(i, j) \in E_T : |\tanh(\theta_{i,j})| \geq \tau\} \quad (3.9)$$

consist of the set of strong edges in tree $T$ and let $T^\text{CL}$ be the Chow-Liu tree defined in Equation (3.3). Weak edges are the ones that not strong, i.e., $E_T \setminus E^\text{strong}_T$. Let $E^\text{strong}(\epsilon)$ be the event that all strong edges in $T$ as defined in (3.9) are recovered using the Chow-Liu algorithm:

$$E^\text{strong}(\epsilon) = \{E^\text{strong}_T \subset E^\text{CL}_T\} \quad (3.10)$$

Finally, define the event

$$E^\text{cascade}(\epsilon) = \left\{\mathcal{L}^{(2)}(P, \Pi_T(\hat{P})) \leq \epsilon\right\} \quad (3.11)$$

Recall that $P$ factorizes according to $T$ and $\hat{P}$ is the empirical distribution which does not factorize according to any tree. This event controls cascades of errors in correlations computed along paths in $T$.

**Lemma 3.11.** The following hold:

$$\mathbb{P}[E^\text{corr}(\epsilon)] \geq 1 - 2p^2 \exp(-n\epsilon^2/2)$$

$$\mathbb{P}[E^\text{strong}(\epsilon)] \geq 1 - 2p^2 \exp(-n\epsilon^2/2)$$

$$\mathbb{P}[E^\text{cascade}(\epsilon)] \geq 1 - 4p^2/\epsilon \exp(-\epsilon^2 n/32).$$

This Lemma is the restatement of Lemmas 4.2, 4.8 and 4.11. Since we are interested in the situation that all three events hold, let

$$E(\epsilon, \gamma) := E^\text{corr}(\epsilon) \cap E^\text{strong}(\epsilon) \cap E^\text{cascade}(\gamma). \quad (3.12)$$

We use different values of $\gamma$ and $\epsilon$ in $E^\text{cascade}(\gamma)$ versus $E^\text{corr}(\epsilon)$ and $E^\text{strong}(\epsilon)$ because the bounds of Lemma 3.11 are different in nature for these events.
Sketch of proof of Proposition 3.9  The proof of Proposition 3.9 entails showing that on the event \( E(\epsilon, \gamma) \) (defined in (3.12)) with \( \epsilon < \min\{\eta, e^{-\beta/20}\} \) and \( \gamma \leq \eta/3 \) we have the desired inequality \( \mathcal{L}^{(2)}(\Pi_{T^{\text{CL}}}(P), \Pi_{T^{\text{CL}}}(\hat{P})) < \eta \). Once we do this, we may apply Lemma 3.11 to see that the desired bound holds with probability at least \( 1 - 3\delta \) given \( n > \max\{800e^{2\beta} \log^3 \frac{4p^2}{\delta}, 300\eta^{-2} \log \frac{12p^2}{\eta\delta}\} \) samples, which gives the proposition.

To bound \( \mathcal{L}^{(2)}(\Pi_{T^{\text{CL}}}(P), \Pi_{T^{\text{CL}}}(\hat{P})) \) on event \( E(\epsilon, \gamma) \), we consider parameter estimation errors along paths in \( T^{\text{CL}} \). First, observe that on event \( E^{\text{cascade}}(\gamma) \), according to (3.11), the end-to-end error for each path in \( E_{T^{\text{CL}}} \cap E_T \) is bounded by \( \gamma \).

Next, we study parameter estimation error in paths containing (falsely added) edges, i.e., those in \( E_{T^{\text{CL}}} \setminus E_T \). For any pair of nodes \( w, \tilde{w} \), denote by \( t = \#\text{path}_{T^{\text{CL}}}(w, \tilde{w}) \setminus E_T \) the number of falsely added edges in the path connecting them in \( T^{\text{CL}} \). As discussed, later on in the proof, these edges correspond to missed edges in \( T \) and thus \( E^{\text{strong}}(\epsilon) \) guarantees that these edges are weak (as defined after (3.9)). These \( t \) weak edges break up the path \( \text{path}_{T^{\text{CL}}}(w, \tilde{w}) \) into at most \( t + 1 \) contiguous segments \( F_0, F_1, \cdots, F_t \), each entirely within \( E_{T^{\text{CL}}} \cap E_T \).

The error on each segment \( F_i \), is bounded by \( \gamma \) as already discussed, but now there are \( t + 1 \) such segments and the errors add up. This effect is counterbalanced by the fact that the falsely added edges are weak and hence scale down the error in a multiplicative fashion. Therefore, the dependence on \( t \) of the error

\[
\left| \prod_{e \in \text{path}_{T^{\text{CL}}}(w, \tilde{w})} \hat{\mu}_e - \prod_{e \in \text{path}_{T^{\text{CL}}}(w, \tilde{w})} \mu_e \right|
\]

has a linearly increasing factor \( \gamma t \) and an exponentially decaying factor \( \tau^t \). If \( \epsilon \leq e^{-\beta}/20 \), then this gives a uniform upper bound of \( 3 \max\{\epsilon, \gamma\} \) for this quantity for any \( t \). Putting it all together shows that if \( \epsilon \leq \min\{e^{-\beta}/20, \eta/3\} \) and \( \gamma \leq \eta/3 \) then \( \mathcal{L}^{(2)}(\Pi_{T^{\text{CL}}}(P), \Pi_{T^{\text{CL}}}(\hat{P})) < \eta \) on the event \( E(\epsilon, \gamma) \).

Sketch of proof of Proposition 3.10  The goal is to show that the event \( E^{\text{corr}}(\epsilon) \cap E^{\text{strong}}(\epsilon) \) with \( \epsilon < \min\{\frac{\eta}{16}, e^{-\beta}/24\} \) implies \( \mathcal{L}^{(2)}(P, \Pi_{T^{\text{CL}}}(P)) < \eta \). Lemma 3.11 then implies that \( n > 1200 \max\{e^{2\beta}, \eta^{-2}\} \log \frac{2p^2}{\delta} \) suffices for \( E^{\text{corr}}(\epsilon) \cap E^{\text{strong}}(\epsilon) \) to occur.
with probability at least $1 - 2\delta$.

The proof of the proposition sets up a careful induction on the distance between nodes (computed in $T^{\text{CL}}$) for which we wish to bound the error in correlation. One of the ingredients is Lemma 4.12, a combinatorial statement relating trees $T^{\text{CL}}$ and $T$. The lemma concerns any two spanning trees on $p$ nodes and the paths between two given nodes $w$ and $\tilde{w}$. It proves the existence of at least one pair of corresponding edges $f \in \text{path}_T(w, \tilde{w})$ and $g \in \text{path}_{T^{\text{CL}}}(w, \tilde{w})$ satisfying a collection of properties illustrated in Figure 4.2.1 (and specified in the lemma). A consequence is that the true correlation across $g$ according to $P$ can be expressed as a function of the correlation on $f$ as $\mu_g = \mu_f \mu_A \mu_C \tilde{\mu}_A \tilde{\mu}_C$, hence $|\mu_g| \leq |\mu_f|$. But $|\tilde{\mu}_g| \geq |\tilde{\mu}_f|$, since the Chow-Liu algorithm chose $g$ in $T^{\text{CL}}$ instead of $f$.

We obtain a recurrence for $\Delta(d)$, where $\Delta(d)$ provides an upper bound for the error due to graph estimation error for any pair of nodes $w, \tilde{w}$ with $|\text{path}_{T^{\text{CL}}}(w, \tilde{w})| = d$. Using the relationship between the edges $f$ and $g$, the paths $\text{path}_T(w, \tilde{w})$ and $\text{path}_{T^{\text{CL}}}(w, \tilde{w})$ are compared. It is proved that the recurrence $\Delta(d)$ increases linearly and decays exponentially with $d$. With $\epsilon < \min\{\frac{\eta}{16}, e^{-\beta}/24\}$, it is shown that $\Delta(d)$ is uniformly upper bounded by $\eta$. 
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Proofs of main results

As observed in Section 3.4, Theorem 3.3 is a direct consequence of Propositions 3.9 and 3.10, proved in Sections 4.1 and 4.2.

4.1 Loss due to parameter estimation (proof of Proposition 3.9)

By Lemma 3.11, the event $E(\epsilon, \gamma)$ occurs with probability at least $1 - 3\delta$ provided

$$n > \max\{2/e^2 \log(4p^2/\delta), 32/\gamma^2 \log(4p^2/\gamma\delta)\}.$$ 

By assumption

$$n > \max\{800e^2 \log \frac{4p^2}{\delta}, 300\eta^{-2} \log \frac{12p^2}{\eta\delta}\},$$

hence we can take $\gamma \leq \eta/3$ and $\epsilon \leq \min\{e^{-\beta}/20, \eta/3\}$. It remains to show that on the event $E(\epsilon, \gamma)$ with $\epsilon \leq \min\{e^{-\beta}/20, \eta/3\}$ and $\gamma \leq \eta/3$, $L^{(2)}(\Pi T^\alpha(P), \Pi T^\alpha(\hat{P})) < \eta$.

Let $\tau = 4\epsilon/\sqrt{1 - \tanh^2 \beta}$ be the threshold used in (3.9) to define $\mathcal{E}_T^\text{strong}$, the set of strong edges in $T$. For any pair of nodes $w, \tilde{w}$, consider $\text{path}_{T^\alpha}(w, \tilde{w})$. Let $0 \leq t < p$ be the number of weak edges $e_1, \cdots, e_t \in \text{path}_{T^\alpha}(w, \tilde{w})$ such that $|\mu_{e_i}| < \tau$. There are at most $t + 1$ contiguous sub-paths in $\text{path}_{T^\alpha}(w, \tilde{w})$ consisting of strong edges. We call these segments $\mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_t$. If two weak edges $e_t$ and $e_{t+1}$ are adjacent in
$\text{path}_{\text{CL}}(w, \tilde{w})$, then $F_i = \emptyset$, in which case we define $\mu_{F_i} = \hat{\mu}_{F_i} = 1$. By definition of $F_i$, all edges $f \in F_i$ are strong.

Later, we prove Lemma 4.8 which shows that under the event $E^{\text{strong}}(\epsilon)$ all strong edges in $T$ are recovered in $T^{\text{CL}}$. Thus, $F_i \subseteq E_T$ is a path not only in $T^{\text{CL}}$ but also in $T$, which guarantees $|\hat{\mu}_{F_i} - \mu_{F_i}| \leq \gamma$ under the event $E^{\text{cascade}}(\gamma)$.

Note that if $t = 0$ then $\text{path}_{\text{CL}}(x, \tilde{w})$ consists of all strong edges for which Lemma 4.11 gives the desired bound. For $t \geq 1$ we have:

$$
\left| \prod_{e \in \text{path}_{\text{CL}}(w, \tilde{w})} \hat{\mu}_e - \prod_{e \in \text{path}_{\text{CL}}(w, \tilde{w})} \mu_e \right|
$$

\[= \left| \prod_{i=1}^{t} \hat{\mu}_{F_i} \prod_{i=1}^{t} \mu_{F_i} \right|
\[\leq |\hat{\mu}_{F_0} - \mu_{F_0}| \prod_{j=1}^{t} |\mu_{F_j} \mu_{e_j}|
\[+ \sum_{i=1}^{t} |\hat{\mu}_{F_i} \hat{\mu}_{e_i} - \mu_{F_i} \mu_{e_i}| \cdot |\hat{\mu}_{F_0} \prod_{j=1}^{i-1} |\hat{\mu}_{F_j} \hat{\mu}_{e_j}| \prod_{k=i+1}^{t} |\mu_{F_k} \mu_{e_k}|
\[\leq (\gamma \tau^t + (\tau + \epsilon)^{t-1}) \sum_{i=1}^{t} |\hat{\mu}_{F_i} \hat{\mu}_{e_i} - \mu_{F_i} \mu_{e_i}|
\[\leq (\tau + \epsilon)^{t-1} (2t + 1) \max\{\gamma, \epsilon\} \leq (\tau + \epsilon)^{t-1} (2t + 1) \eta / 3
\[\leq \left( \frac{4 \epsilon}{\sqrt{1 - \tanh \beta}} + \epsilon \right)^{t-1} (2t + 1) \eta / 3 \leq [4 \epsilon e \beta + \epsilon]^{t-1} (2t + 1) \eta / 3
\[\leq (5 \epsilon e \beta)^{t-1} (2t + 1) \eta / 3 \leq \frac{2t + 1}{4^{t-1}} \eta / 3 \leq \eta.
\]

In (a) we use $\text{path}_{\text{CL}}(w, \tilde{w}) = \{F_0, e_1, \ldots, F_t, e_t, F_t\}$. (b) uses the bound

$$
|\prod_{i=1}^{t} a_i - \prod_{i=1}^{t} b_i| \leq \sum_{i=1}^{t} |a_i - b_i| \prod_{j=1}^{i-1} |a_j| \prod_{k=i+1}^{t} |b_k|
$$

obtained via telescoping sum and triangle inequality. In (c) we use $|\mu_{F_i}| \leq 1$, $|\hat{\mu}_{F_i}| \leq 1$, $|\mu_{e_i}| \leq \tau$, $|\hat{\mu}_{e_i}| \leq \tau + \epsilon$ under $E^{\text{corr}}(\epsilon)$ and $|\hat{\mu}_{F_0} - \mu_{F_0}| \leq \gamma$ on $E^{\text{cascade}}(\gamma)$. In (d)
triangle inequality is used. In (e), we use $|\hat{\mu}_F - \mu_F| \leq \gamma$ on the event $E^{\text{cascade}}(\gamma)$ and $|\hat{\mu}_{e_i} - \mu_{e_i}| \leq \epsilon$ on the event $E^{\text{corr}}(\epsilon)$. (f) is true under the assumption $\gamma, \epsilon \leq \eta/3$. (g) uses the definition of $\tau = 4\epsilon/\sqrt{1 - \tanh \beta}$. (h) and (i) use inequality $1 - \tanh \beta \geq e^{-2\beta}$ and $\beta \geq 0$. (j) uses the assumption $\epsilon \leq e^{-\beta}/20$. (k) holds for all $t \geq 1$.

\[4.2\] Loss due to graph estimation error (proof of Proposition 3.10)

Recall that $P$ factorizes according to $T$. The error in correlation between any two variables $X_w, X_{\tilde{w}}$ computed along the path in $T^{\text{CL}}$ as compared to $T$ is

$$\text{error}_{P,T^{\text{CL}}}(w, \tilde{w}) = \frac{1}{2} \left| \mathbb{E}_P X_w X_{\tilde{w}} - \mathbb{E}_{\Pi_T^{\text{CL}}(P)} X_w X_{\tilde{w}} \right|$$

\[4.1\]

Our goal is to bound $\mathcal{L}^{(2)}(P, \Pi_T^{\text{CL}}(P)) = \max_{w,\tilde{w} \in V} \text{error}_{P,T^{\text{CL}}}(w, \tilde{w})$.

With

$$n > 1200 \max\{e^{2\beta}, \eta^{-2}\} \log(2p^2/\delta),$$

by Lemma 3.11, the event $E^{\text{corr}}(\epsilon) \cap E^{\text{strong}}(\epsilon)$ occurs with probability $1 - 2\delta$ for some

$$\epsilon < \min\{\eta/16, e^{-\beta}/24\}.$$ 

In the following we prove that with $\epsilon < \min\{\eta/16, e^{-\beta}/24\}$ on the event $E^{\text{corr}}(\epsilon) \cap E^{\text{strong}}(\epsilon)$, we have the inequality $\mathcal{L}^{(2)}(P, \Pi_T^{\text{CL}}(P)) < \eta$.

The core of the argument uses induction to derive a recurrence on the maximum of $\text{error}_{P,T^{\text{CL}}}(w, \tilde{w})$ in terms of the distance (as measured in $T^{\text{CL}}$) between the nodes $w, \tilde{w}$. Define

$$\Delta(d) \triangleq \max_{w,\tilde{w} \in V} \text{error}_{P,T^{\text{CL}}}(w, \tilde{w})$$

for $|\text{path}_{T^{\text{CL}}}(w, \tilde{w})| = d$. 
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For nodes at distance one in $T^{\text{CL}}$, i.e. $|\text{path}_{T^{\text{CL}}}(w, \tilde{w})| = 1$, it follows that

$$\text{error}_{P, T^{\text{CL}}}(w, \tilde{w}) = 0$$

from the definition of the projected distribution $\Pi_{T^{\text{CL}}}(P)$ (matching pairwise marginals across edges). Hence, $\Delta(1) = 0 \leq \eta$, and we define $\Delta(0) = 0$. For $d > 1$, we want to bound $\Delta(d)$ in terms of $\Delta(k)$ for $k < d$. Then we will show that on the event $E^{\text{corr}}(\epsilon) \cap E^{\text{strong}}(\epsilon)$ with $\epsilon < \min\{\eta/16, e^{-\beta}/24\}$, if $\Delta(k) \leq \eta$ for all $k < d$, then $\Delta(d) < \eta$ which gives the result.

Note that if $\text{path}_{T^{\text{CL}}}(w, \tilde{w}) = \text{path}_T(w, \tilde{w})$, then $\text{error}_{P, T^{\text{CL}}}(w, \tilde{w}) = 0$ (again because correlations are matched across edges). Thus, we assume $\text{path}_{T^{\text{CL}}}(w, \tilde{w}) \neq \text{path}_T(w, \tilde{w})$. Lemma 4.12 in Section 4.7 shows the existence of a pair of edges $f = (u, \tilde{u}) \in E_T \setminus E_{T^{\text{CL}}}$ and $g = (v, \tilde{v}) \in E_{T^{\text{CL}}} \setminus E_T$ with the following properties (See Figure 4.2.1):

- $f \in \text{path}_T(w, \tilde{w}) \cap \text{path}_T(v, \tilde{v})$ and $g \in \text{path}_{T^{\text{CL}}}(w, \tilde{w}) \cap \text{path}_{T^{\text{CL}}}(u, \tilde{u})$.
- $f \notin \text{path}_{T^{\text{CL}}}(w, \tilde{w})$ and $g \notin \text{path}_T(w, \tilde{w})$.
- $u, v \in \text{SubTree}_{T, f}(w)$ and $\tilde{u}, \tilde{v} \in \text{SubTree}_{T, f}(\tilde{w})$.

Here $\text{SubTree}_{T, f}(w) = \{i \in V; f \notin \text{path}_T(w, i)\}$ is the set of nodes connected to $w$ in $T$ after removing edge $f$ (see Figure 4.2.1).

We define several sub-paths:

- $\mathcal{A} = \text{path}_T(u, w) \cap \text{path}_T(u, v)$,
- $\mathcal{B} = \text{path}_T(u, w) \setminus \text{path}_T(u, v)$,
- $\mathcal{C} = \text{path}_T(u, v) \setminus \text{path}_T(u, w)$,
- $\mathcal{D} = \text{path}_{T^{\text{CL}}}(w, v)$.

Recall that for set of edges $S$, we defined $\mu_S = \prod_{e \in S} \mu_e$. Since $\text{path}_T(w, v) = \mathcal{B} \cup \mathcal{C}$ and $\mathcal{B} \cap \mathcal{C} = \emptyset$, we have $\mu_{w, v} = \mu_{\mathcal{B}}\mu_{\mathcal{C}}$. Similarly, in $\text{SubTree}_{T, f}(\tilde{w})$ we define

- $\tilde{\mathcal{A}} = \text{path}_T(\tilde{u}, \tilde{w}) \cap \text{path}_T(\tilde{u}, \tilde{v})$,
- $\tilde{\mathcal{B}} = \text{path}_T(\tilde{u}, \tilde{w}) \setminus \text{path}_T(\tilde{u}, \tilde{v})$,
- $\tilde{\mathcal{C}} = \text{path}_T(\tilde{u}, \tilde{v}) \setminus \text{path}_T(\tilde{u}, \tilde{w})$,
- $\tilde{\mathcal{D}} = \text{path}_{T^{\text{CL}}}(\tilde{w}, \tilde{v})$. 
Figure 4.2.1: Schematic for the proof of Proposition 3.10. The solid lines represent paths in $T$ and the dashed lines represent paths in $T_{\text{CL}}$. Edge $f \in E_T \setminus E_{T_{\text{CL}}}$, while $g \in E_{T_{\text{CL}}} \setminus E_T$. The sets of edges $D$ and $\tilde{D}$ may overlap with $A \cup B$ and $\tilde{A} \cup \tilde{B}$.

The sets are defined so that $\text{path}_T(v, \tilde{v}) = C \cup A \cup \{f\} \cup \tilde{C} \cup \tilde{A}$ where $f = (u, \tilde{u})$ and $g = (v, \tilde{v}) \in E_{T_{\text{CL}}}$. Thus, $\mu_g = \mu_f \mu_A \mu_C \mu_A \mu_C$. Since $\text{path}_T(w, \tilde{w}) = A \cup B \cup \{f\} \cup \tilde{A} \cup \tilde{B}$ and $\text{path}_{T_{\text{CL}}}(w, \tilde{w}) = D \cup \{g\} \cup \tilde{D}$, our goal amounts to finding an upper bound for the quantity $|\mu_{D\mu_g \mu_{\tilde{D}} - \mu_A \mu_B \mu_f \mu_{\tilde{A}} \mu_{\tilde{B}}}|$.

Lemma 4.3 applied to $f = (u, \tilde{u}) \notin E_{T_{\text{CL}}}$ and $g = (v, \tilde{v}) \in \text{path}_{T_{\text{CL}}}(u, \tilde{u})$ gives $|\hat{\mu}_f| \leq |\hat{\mu}_g|$. Also, $f \in \text{path}_T(v, \tilde{v})$, hence $|\mu_g| \leq |\mu_f|$. On the event $E^{\text{corr}}(\epsilon)$,

$$|\mu_f| - 2\epsilon \leq |\hat{\mu}_f| \leq |\hat{\mu}_g| \leq |\mu_g| + 2\epsilon \leq |\mu_f| + 2\epsilon$$

which gives $|\mu_f| - 4\epsilon \leq |\mu_f \mu_A \mu_C \mu_{\tilde{A}} \mu_{\tilde{C}}| \leq |\mu_f|$. Thus,

$$|\mu_f| \left(1 - |\mu_C \mu_{\tilde{C}}|^2\right) \leq 2|\mu_f| \left(1 - |\mu_A \mu_C \mu_{\tilde{A}} \mu_{\tilde{C}}|\right) \leq 8\epsilon.$$

(4.2)

Since $f \in E_T \setminus E_{T_{\text{CL}}}$, under the event $E^{\text{strong}}(\epsilon)$, $f$ cannot be a strong edge as defined in Equation (3.9). It follows that $|\mu_f| \leq \tau$ for $\tau = 4\epsilon/\sqrt{1 - \tanh^2 \beta}$.
Let \( k = |\mathcal{D}| = |\text{path}_{\mathcal{T}^\alpha}(w, v)| \) and \( \tilde{k} = |\tilde{\mathcal{D}}| = |\text{path}_{\mathcal{T}^\alpha}(\tilde{w}, \tilde{v})| \), so \( d = k + \tilde{k} + 1 \). By definition of \( \Delta(\cdot) \),

\[
\text{error}_{P,\mathcal{T}^\alpha}(w, v) = |\mu_D - \mu_B \mu_C| \leq \Delta(k), \tag{4.3}
\]

\[
\text{error}_{P,\mathcal{T}^\alpha}(\tilde{w}, \tilde{v}) = |\mu_{\tilde{D}} - \mu_{\tilde{B}} \mu_{\tilde{C}}| \leq \Delta(\tilde{k}).
\]

We now prove that \( \text{error}_{P,\mathcal{T}^\alpha}(w, \tilde{w}) \leq \eta \) assuming inductively that \( \text{error}_{P,\mathcal{T}^\alpha}(i, j) \leq \eta \) for all pairs \( i, j \) such that \( \text{dist}_{\mathcal{T}^\alpha}(i, j) + 1 \leq d = \text{dist}_{\mathcal{T}^\alpha}(w, \tilde{w}) \) (here, \( \text{dist}_{\mathcal{T}^\alpha}(i, j) \) denotes graph distance between \( i \) and \( j \) in \( \mathcal{T}^\alpha \)). Using \( \mu_g = \mu_A \mu_C \mu_f \mu_\tilde{A} \mu_\tilde{C} \) and subsequently Equation (4.3),

\[
\text{error}_{P,\mathcal{T}^\alpha}(w, \tilde{w})
\]

\[
= |\mu_D \mu_g \mu_{\tilde{D}} - \mu_A \mu_B \mu_f \mu_\tilde{A} \mu_\tilde{B}| \\
= |\mu_D \mu_A \mu_C \mu_f \mu_\tilde{A} \mu_\tilde{C} \mu_{\tilde{D}} - \mu_A \mu_B \mu_f \mu_\tilde{A} \mu_\tilde{B}| \\
= |\mu_A \mu_f \mu_\tilde{A}| \\
\cdot |\mu_C \mu_{\tilde{C}}(\mu_D - \mu_B \mu_C + \mu_B \mu_C)(\mu_{\tilde{D}} - \mu_{\tilde{B}} \mu_{\tilde{C}} + \mu_{\tilde{B}} \mu_{\tilde{C}}) - \mu_B \mu_{\tilde{B}}| \\
\leq |\mu_A \mu_f \mu_\tilde{A}| \\
\cdot \left[ |\mu_C \mu_{\tilde{C}}(\mu_D - \mu_B \mu_C)\mu_{\tilde{D}} \mu_{\tilde{B}} | + |\mu_C \mu_{\tilde{C}}(\mu_D - \mu_B \mu_C)\mu_{\tilde{B}} \mu_{\tilde{C}} | \\
+ |\mu_C \mu_{\tilde{C}}(\mu_{\tilde{D}} - \mu_{\tilde{B}} \mu_{\tilde{C}})\mu_{\tilde{B}} | + |\mu_C \mu_{\tilde{C}}(\mu_{\tilde{D}} - \mu_{\tilde{B}} \mu_{\tilde{C}})\mu_{\tilde{C}} | \right] \\
\leq |\mu_f \mu_A \mu_\tilde{A} \mu_B \mu_{\tilde{B}}| |\mu_C^2 \mu_{\tilde{C}}^2 - 1| + |\mu_f| \left( \Delta(k) \Delta(\tilde{k}) + \Delta(k) + \Delta(\tilde{k}) \right) \\
\leq 8\epsilon + \frac{4\epsilon}{\sqrt{1 - \tanh^2 \beta}} \left( \Delta(k) + \Delta(\tilde{k}) + \Delta(k) \Delta(\tilde{k}) \right) \\
\leq 8\epsilon + 4\epsilon e^\beta (2\eta + \eta^2) \leq \eta.
\]

Inequality (a) follows from (4.3). Inequality (b) uses Equation (4.2) and \( |\mu_f| \leq \tau \).

We showed that \( \Delta(1) \leq \eta \). In (c) we use the inductive assumption \( \Delta(k) \leq \eta \) for all \( k < d \) and the assumption \( \epsilon < \min\{ \frac{\eta}{16}, e^{-\beta} / 24 \} \). Since \( w \) and \( \tilde{w} \) were arbitrary, this proves \( \Delta(d) \leq \eta \), and moreover this holds for all \( d \). \( \square \)
4.3 Upper bound for risk (proof of Theorem 3.6)

We provide a proof for Theorem 3.6 on the risk, which is a direct application of Theorem 3.4. By Theorem 3.4, for any $0 \leq \eta \leq 1$, given $n$ samples, $\mathcal{L}^{(2)}(P, \Pi_{T^*}(\hat{P})) \geq \eta$ with probability at most $p \exp(-Cn\eta^2) + p/\eta \exp(-Cn\eta^2)$. Hence,

$$
\mathbb{E}
[\mathcal{L}^{(2)}(P, \Pi_{T^*}(\hat{P})]
= \int_0^1 P[\mathcal{L}^{(2)}(P, \Pi_{T^*}(\hat{P}) \geq \eta] \, d\eta \\
\leq \int_0^1 \min\{1, p \exp(-Cn\eta^2) + \frac{p}{\eta} \exp(-Cn\eta^2)\} \, d\eta \\
\leq \eta^* + \int_{\eta^*}^1 p \exp(-Cn\eta^2) + \frac{p}{\eta} \exp(-Cn\eta^2) \, d\eta \\
\leq \eta^* + p \exp(-Cn\eta^2) + \frac{p}{\eta^*} \int_{\eta^*}^{\infty} \exp(-Cn\eta^2) \, d\eta \\
\leq \eta^* + p \exp(-Cn\eta^2) + \frac{p}{\eta^*} \sqrt{\frac{\pi}{Cn}} \exp(-Cn\eta^2/2) \\
\leq 3\eta^*,
$$

where (a) is a direct application of Theorem 3.4. Inequality (b) is true for any $0 < \eta^* \leq 1$. (c) uses the inequality $1/\sqrt{2\pi} \int_{-\infty}^{\infty} \exp(-x^2/2) \, dx \leq \exp(-a^2/2)$. (d) holds for

$$
\eta^* = p \exp(-Cn\eta^2) + C' \sqrt{\frac{\log n + \log p}{n}}
$$

with some numerical constant $C'$. To see that, note that $\eta^* \geq p \exp(-Cn\eta^2)$. Also, $\eta^* \geq C' \sqrt{\frac{\log n + \log p}{n}}$ gives

$$
\frac{p}{\eta^*} \sqrt{\frac{\pi}{Cn}} \exp(-Cn\eta^2/2) \leq \frac{p}{C'(np)^{C'n}\sqrt{2}} \sqrt{\frac{\pi}{C\log(np)}} \leq C' \sqrt{\frac{\log(np)}{n}} \leq \eta^*
$$

with proper choice of $C'$. 45
4.4 Necessary samples for accurate pairwise marginals
(proof of Theorem 3.5)

We construct a family of trees that are difficult to distinguish from one another. Applying the version of Fano’s inequality below in (4.5), (which can be found, for example, as Corollary 2.6 in [41]) gives a lower bound on the error probability. The bound on the sample complexity is in terms of the KL-divergence between pairs of points in the parameter space, where KL-divergence between two distributions $P$ and $Q$ on a space $\mathcal{X}$ is defined as

$$D(P\|Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)}.$$  

The symmetrized KL-divergence between two zero-field Ising models with parameters $\theta$ and $\theta'$ has the convenient form

$$J(\theta\|\theta') \triangleq D(\theta\|\theta') + D(\theta'\|\theta) = \sum_{i<j} (\theta_{ij} - \theta'_{ij})(\mu_{ij} - \mu'_{ij}). \quad (4.4)$$

Here $\mu_{ij}$ and $\mu'_{ij}$ are the pairwise correlations between nodes $i$ and $j$ computed according to $\theta$ and $\theta'$, respectively.

**Lemma 4.1** (Fano’s inequality). Assume that $M \geq 2$ and that $\Theta$ is a family of models $\theta^0, \theta^1, \ldots, \theta^M$. Let $Q_{\theta_j}$ denote the probability law of the observation $X$ under model $\theta_j$. Given $n$ i.i.d. samples from a model in the family $\Theta$, if

$$n < (1 - \delta) \frac{\log M}{\frac{1}{M+1} \sum_{j=1}^{M} J(Q_{\theta_j}\|Q_{\theta^0})}, \quad (4.5)$$

then the probability of error for any algorithm is bounded as $p_e \geq \delta - \frac{1}{\log M}$.

**Theorem 3.5.** We consider a fixed tree structure given by a path, or in other words a Markov chain $x_1 \leftrightarrow x_2 \leftrightarrow \cdots \leftrightarrow x_p$. We choose $M+1$ different parameter vectors $\theta^m$, $0 \leq m \leq M$, for $M = (p - 1)\left[\frac{\tanh \beta - \tanh \alpha}{\eta}\right] + 1$. Given $\tanh \beta - \tanh \alpha \geq \sqrt{\eta/p}$, we have $\log M \geq \frac{1}{3} \log(p/\eta)$.

Let $\theta^0_{i,i+1} = \alpha$ for $i = 1, \ldots, p-1$. In the $m$-th model for $m = k\left[\frac{\tanh \beta - \tanh \alpha}{\eta}\right] + l - 1$ with $1 \leq k \leq p-1$ and $1 \leq l \leq \frac{\tanh \beta - \tanh \alpha}{\eta}$, we have $\theta^m_{k,k+1} = \text{atanh}(\tanh \alpha + l\eta)$ and the remaining edge weights $\theta^m_{i,i+1} = \alpha$ for $i \neq k$. Thus, the number of models we try
to discriminate is \( M \geq (p-1)\left\lfloor \frac{\tanh \beta - \tanh \alpha}{\eta} \right\rfloor \). For \( m' \neq m \),

\[
\max_{i,j} |E_{\theta m'}[X_iX_j] - E_{\theta m}[X_iX_j]| \geq \eta \quad \text{and} \quad J(\theta^m||\theta^{m'}) \geq \eta \tanh(\eta).
\]

Fano’s inequality (Lemma 4.1) gives the bound.

4.5 Sample complexity for exact structure learning problem

4.5.1 Samples necessary for exact structure learning (proof of Theorem 3.2)

Suppose that \( p \) is odd (for simplicity) and let the graph \( T_0 \) be a path with associated parameters \( \theta^0 \) given by \( \theta^0_{i,i+1} = \alpha \) for odd values of \( i \) and \( \theta^0_{i,i+1} = \beta \) for even values of \( i \). For each odd value of \( m \leq p-2 \) we let \( \theta^m \) be equal to \( \theta^0 \) everywhere except \( \theta^m_{m,m+1} = 0 \) and \( \theta^m_{m,m+2} = \alpha \). There are \((p+1)/2\) models in total (including \( \theta^0 \)). A small calculation using (4.4) leads to

\[
J(\theta^0||\theta^m) = 2\alpha \tanh \alpha (1 - \tanh \beta) = 2\alpha \tanh \alpha \frac{2e^{-\beta}}{e^\beta + e^{-\beta}} \leq 4\alpha^2 e^{-2\beta}.
\] (4.6)

Here we used the inequality \( \tanh \alpha \leq \alpha \) for \( \alpha \geq 0 \). Equation (4.6) can be plugged into Fano’s inequality to complete the proof of Theorem 3.2.

4.5.2 Sufficient samples for structure learning (proof of Theorem 3.3)

Consider the original tree \( T \) with parameters \( \alpha \leq |\theta_{ij}| \leq \beta \) for \((i,j) \in \mathcal{E}_T\). Using Definition 3.10, the Chow-Liu algorithm recovers strong edges under the event \( E_{\text{strong}}(\epsilon) \), where edge \((i,j)\) is strong if its parameter \( \theta_{ij} \) satisfied \( |\tanh \theta_{ij}| \geq 4\epsilon/\sqrt{1 - \tanh \beta} = \tau \). Thus, if the edge parameter lower bound \( \alpha \) in the original tree \( T \) satisfies \( \tanh \alpha \geq \tau \), we can guarantee that with high probability \( T_{\text{CL}} = T \). Note that by Lemma 4.8,
the event $E_{\text{strong}}(\epsilon)$ defined in Equation (3.10) occurs with probability at least $1 - \delta$ for $\epsilon = \sqrt{2/n \log(2p^2/\delta)}$.

The following bound on the number of samples guarantees this:

$$n > \frac{16}{\tanh^2(\alpha)(1 - \tanh \beta)} \log \frac{2p^2}{\delta}.$$

As $\frac{1}{1 - \tanh \beta} \leq e^\beta$, $n > 6 \tanh^2(\alpha) e^{2\beta} \log \frac{p}{\delta}$ guarantees $T^{\text{CL}} = T$ with probability at least $1 - \delta$. \qed

4.6 Control of events $E_{\text{corr}}, E_{\text{strong}}$ and $E_{\text{cascade}}$ (proof of Lemma 3.11)

We state a standard form of Hoeffding’s inequality [42] in Lemma A.1.

**Lemma 4.2.** The event $E_{\text{corr}}(\epsilon)$ defined in (3.8) occurs with probability at least $1 - 2p^2 \exp(-ne^2/2)$.

**Proof.** For a given pair of nodes $w, \bar{w}$, we define $Z^{(i)} = X_w^{(i)} X_{\bar{w}}^{(i)}$ and apply Hoeffding’s inequality (Lemma A.1) to get

$$P \left[ |\mu_{w,\bar{w}} - \hat{\mu}_{w,\bar{w}}| > \epsilon \right] \leq 2 \exp(-ne^2/2).$$

Applying the union bound over $\binom{p}{2}$ pairs $w, \bar{w} \in V$ of nodes completes the proof. \qed

The following lemma is a well-known consequence of max-weight spanning tree algorithm [43] used to construct the Chow-Liu tree.

**Lemma 4.3** (Error characterization in the Chow-Liu tree). Consider the complete graph on $p$ nodes with weights $|\hat{\mu}_{ij}|$ on each edge $(i, j)$. Let $T^{\text{CL}}$ be the maximum weight spanning tree of this graph. If edge $(u, \bar{u}) \notin E_{T^{\text{CL}}}$, then $|\hat{\mu}_{u\bar{u}}| \leq |\hat{\mu}_{ij}|$ for all $(i, j) \in \text{path}_{T^{\text{CL}}}(u, \bar{u})$.

**Proof.** We include a proof for completeness. For edge $(u, \bar{u}) \notin E_{T^{\text{CL}}}$, if there is an edge $(i, j) \in \text{path}_{T^{\text{CL}}}(u, \bar{u})$ such that $|\hat{\mu}_{u\bar{u}}| > |\hat{\mu}_{ij}|$, then $T^{\text{CL}}$ cannot be the maximum weight
spanning tree. To show that, consider the tree $T'$ identical to $T_{\text{CL}}$ except $(u, \tilde{u}) \in \mathcal{E}_{T'}$ and $(i, j) \notin \mathcal{E}_{T'}$ (i.e., $\mathcal{E}_{T'} = (\mathcal{E}_{T_{\text{CL}}} \setminus \{(i, j)\}) \cup \{(u, \tilde{u})\}$). Note that $T'$ is a spanning tree and observe that:

$$\text{weight}(T') \triangleq \sum_{e \in \mathcal{E}_{T'}} |\hat{\mu}_e| = \sum_{e \in \mathcal{E}_{T_{\text{CL}}}} |\hat{\mu}_e| + |\hat{\mu}_{u\tilde{u}}| - |\hat{\mu}_{ij}| > \text{weight}(T_{\text{CL}}).$$

\[\square\]

We define a pair of random variables that will help to characterize the mistakes made by the Chow-Liu algorithm. For a given pair of nodes $v, \tilde{v}$ and edge $f = (u, \tilde{u}) \in \text{path}_T(v, \tilde{v})$, let

$$Z_{f,v,\tilde{v}} = X_uX_{\tilde{u}} - X_vX_{\tilde{v}} = X_uX_{\tilde{u}} (1 - X_uX_vX_{\tilde{v}}X_{\tilde{u}}),$$

(4.7)

$$Y_{f,v,\tilde{v}} = X_uX_{\tilde{u}} + X_vX_{\tilde{v}} = X_uX_{\tilde{u}} (1 + X_uX_vX_{\tilde{v}}X_{\tilde{u}}).$$

(4.8)

These variables are used to study the event $\{f = (u, \tilde{u}) \in \mathcal{E}_{T} \setminus \mathcal{E}_{T_{\text{CL}}}, (v, \tilde{v}) \in \mathcal{E}_{T_{\text{CL}}} \setminus \mathcal{E}_{T}, f \in \text{path}_T(v, \tilde{v})$ and $(v, \tilde{v}) \in \text{path}_{T_{\text{CL}}}(u, \tilde{u})\}$. Applying Lemma 4.3, this happens only if $|\hat{\mu}_{v\tilde{v}}| \geq |\hat{\mu}_f|$.

**Lemma 4.4.** If there exists a pair of edges $f = (u, \tilde{u})$ and $g = (v, \tilde{v})$ such that $f \in \mathcal{E}_{T} \setminus \mathcal{E}_{T_{\text{CL}}}$, $g \in \mathcal{E}_{T_{\text{CL}}} \setminus \mathcal{E}_{T}$ and additionally $f \in \text{path}_T(v, \tilde{v})$ and $g \in \text{path}_{T_{\text{CL}}}(u, \tilde{u})$, then,

$$\left(\sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)}\right)\left(\sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)}\right) \leq 0$$

**Proof.** Using Lemma 4.3, $f = (u, \tilde{u}) \notin \mathcal{E}_{T_{\text{CL}}}$ and $g = (v, \tilde{v}) \in \text{path}_{T_{\text{CL}}}(u, \tilde{u})$ gives $|\hat{\mu}_g| \geq |\hat{\mu}_f|$. Hence $|\hat{\mu}_g|^2 \geq |\hat{\mu}_f|^2$ and

$$0 \geq |\hat{\mu}_f|^2 - |\hat{\mu}_g|^2 = (\hat{\mu}_f - \hat{\mu}_g)(\hat{\mu}_f + \hat{\mu}_g)$$

$$= \frac{1}{n^2} \left(\sum_{i=1}^{n} X_u^{(i)}X_{\tilde{u}}^{(i)} - X_v^{(i)}X_{\tilde{v}}^{(i)}\right)\left(\sum_{i=1}^{n} X_u^{(i)}X_{\tilde{u}}^{(i)} + X_v^{(i)}X_{\tilde{v}}^{(i)}\right)$$

$$= \frac{1}{n^2} \left(\sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)}\right)\left(\sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)}\right)$$
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where in the last equality we used \( f \in \text{path}_T(v, \tilde{v}) \) and the definition of random variables \( Z_{f,v,\tilde{v}} \) and \( Y_{f,v,\tilde{v}} \) given in Equations (4.7) and (4.8).

Later on, to bound the probability of this event, deviation bounds on the random variables \( Z_{f,v,\tilde{v}} \) and \( Y_{f,v,\tilde{v}} \) are provided in Lemmas 4.5 and 4.6. To do so, we use the standard Bernstein’s inequality quoted from [41] in Lemma A.2

**Lemma 4.5.** For all pairs of nodes \( v, \tilde{v} \in V \) and edges \( f = (u, \tilde{u}) \in \text{path}_T(v, \tilde{v}) \), given \( n \) i.i.d. samples \( Z_{f,v,\tilde{v}}^{(1)}, Z_{f,v,\tilde{v}}^{(2)}, \ldots, Z_{f,v,\tilde{v}}^{(n)} \) defined in (4.7), with probability at least \( 1 - \delta/2 \)

\[
\left| \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} - n \mu_f (1 - \mu_{A_{f,v,\tilde{v}}}) \right| \leq \max \left\{ 4n\epsilon^2, 4n\epsilon \sqrt{1 - \mu_{A_{f,v,\tilde{v}}}} \right\}, \tag{4.9}
\]

where \( \epsilon = \sqrt{2/n \log(2p^2/\delta)} \) and \( A_{f,v,\tilde{v}} = \text{path}_T(v, \tilde{v}) \setminus \{ f \} \) so that \( \mu_{v,\tilde{v}} = \mu_f \mu_{A_{f,v,\tilde{v}}} \).

**Proof.** We use the abbreviation \( A \) instead of \( A_{f,v,\tilde{v}} \) in this proof. Applying Lemma 4.9, it follows from the fact that \( P \) is Markov with respect to \( T \) and \( f = (u, \tilde{u}) \in \text{path}_T(v, \tilde{v}) \) that \( X_u X_{\tilde{u}}, X_v X_u \) and \( X_{\tilde{u}} X_{\tilde{v}} \) are statistically independent random variables. Note that

\[
\mu_f = \mathbb{E}X_u X_{\tilde{u}} = P(X_u X_{\tilde{u}} = +1) - P(X_u X_{\tilde{u}} = -1) = 2P(X_u X_{\tilde{u}} = +1) - 1.
\]

Hence,

\[
P(X_u X_{\tilde{u}} = 1) = \frac{1 + \mu_f}{2} \quad \text{and} \quad P(X_u X_{\tilde{u}} = -1) = \frac{1 - \mu_f}{2}.
\]

Similarly, the distribution of \( X_v X_u X_{\tilde{u}} X_{\tilde{v}} \) is function of \( \mu_A \). As a result, the random variable \( Z_{f,v,\tilde{v}} \in \{-2, 0, 2\} \) defined in (4.7) has the following distribution:

\[
Z_{f,v,\tilde{v}} = \begin{cases} 
-2 & \text{w.p. } \frac{1-\mu_f}{2} \frac{1-\mu_A}{2} \\
0 & \text{w.p. } \frac{1+\mu_A}{2} \\
+2 & \text{w.p. } \frac{1+\mu_f}{2} \frac{1-\mu_A}{2}.
\end{cases}
\]
The first and second moments of \( Z_{f,v,\tilde{v}} \) are

\[
E[Z_{f,v,\tilde{v}}] = \mu_f(1 - \mu_A) \quad \text{and} \quad \text{Var}[Z_{f,v,\tilde{v}}] = (1 - \mu_A)[2 - \mu_A^2(1 - \mu_A)] \leq 2(1 - \mu_A).
\]

By Bernstein’s inequality (Lemma A.2), with probability at least \( 1 - \delta/2 \)

\[
\left| \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} - nE[Z_{f,v,\tilde{v}}] \right| \leq n \max \left\{ \frac{8}{3n} \log \left( \frac{4}{\delta} \right), \sqrt{\frac{4 \text{Var}[Z_{f,v,\tilde{v}}]}{n} \log \left( \frac{4}{\delta} \right)} \right\}.
\]

Using a union bound, we show that for any pair of nodes \( v, \tilde{v} \) and any edge \( f = (u, \tilde{u}) \in \text{path}_T(v, \tilde{v}) \),

\[
\left| \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} - n\mu_f(1 - \mu_A) \right| \leq n \max \left\{ \frac{8}{3n} \log \left( \frac{4\mu_A^3}{\delta} \right), \sqrt{\frac{8(1 - \mu_A)}{n} \log \left( \frac{4\mu_A^3}{\delta} \right)} \right\}.
\]

The definition of \( \epsilon \) gives \( \frac{8}{3n} \log \left( \frac{4\mu_A^3}{\delta} \right) \leq 4 \epsilon^2 \) and \( \sqrt{\frac{8(1 - \mu_A)}{n} \log \left( \frac{4\mu_A^3}{\delta} \right)} \leq 4 \epsilon \sqrt{1 - \mu_A} \) which gives the lemma.

The proof of the following lemma is analogous to that of Lemma 4.5.

**Lemma 4.6.** Given \( n \) samples, let \( \epsilon = \sqrt{2/n \log (2p^2/\delta)} \). Then, with probability at least \( 1 - \delta/2 \), for all \( v, \tilde{v} \in \mathcal{V}, f = (u, \tilde{u}) \in \text{path}_T(v, \tilde{v}), \) and \( Y_{f,v,\tilde{v}}^{(1)}, Y_{f,v,\tilde{v}}^{(2)}, \ldots, Y_{f,v,\tilde{v}}^{(n)} \) defined in (4.8),

\[
\left| \sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)} - n\mu_f(1 + \mu_{A_{f,v,\tilde{v}}}) \right| \leq \max \left\{ 4n\epsilon^2, 4n\epsilon \sqrt{1 + \mu_{A_{f,v,\tilde{v}}}} \right\}.
\]

Event \( E_{\text{strong}}(\epsilon) \) in (3.10) occurs if all of the strong edges in \( T \) (defined in (3.9)) are recovered in \( T_{\text{CL}} \). In Lemma 4.7 we show that the deviation bounds for the variables \( Z_{f,v,\tilde{v}} \) and \( Y_{f,v,\tilde{v}} \) stated in (4.9) and (4.10) imply that \( E_{\text{strong}}(\epsilon) \) holds.

**Lemma 4.7.** Under the events described in Lemmas 4.5 and 4.6, if there is an edge \( f \in \mathcal{E}_T \) missing from the Chow-Liu tree, \( f \notin \mathcal{E}_{T_{\text{CL}}} \), then \( |\mu_f| \leq \tau = \frac{4 \epsilon}{\sqrt{1 - \tanh \beta}} \) (i.e., \( E_{\text{strong}}(\epsilon) \) defined in Equation (3.10) holds).

**Proof.** Applying Lemma 4.12 to \( f = (u, \tilde{u}) \) shows that for the edge \( f \in \mathcal{E}_T \setminus \mathcal{E}_{T_{\text{CL}}} \), there
exists an edge \( g = (v, \tilde{v}) \in \mathcal{E}_{\Gamma^\alpha} \setminus \mathcal{E}_T \) such that, \( f \in \text{path}_T(v, \tilde{v}) \) and \( g \in \text{path}_{\Gamma^\alpha}(u, \tilde{u}) \) (Figure 4.7.1). Applying Lemma 4.4, this implies that

\[
\left( \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} \right) \left( \sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)} \right) \leq 0.
\]

Note that \( E Z_{f,v,\tilde{v}} = \mu_f (1 - \mu A_{f,v,\tilde{v}}) \) and \( E Y_{f,v,\tilde{v}} = \mu_f (1 + \mu A_{f,v,\tilde{v}}) \) using the definition \( A_{f,v,\tilde{v}} = \text{path}_T(v, \tilde{v}) \setminus \{f\} \). Hence

\[
E Z_{f,v,\tilde{v}} E Y_{f,v,\tilde{v}} = \mu_f^2 (1 - \mu A_{f,v,\tilde{v}}) \geq 0.
\]

Thus,

\[
\left( \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} \right) \left( \sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)} \right) < 0
\]

holds only if either one of the following inequalities holds:

\[
\left| \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} - n E Z_{f,v,\tilde{v}} \right| \geq n \left| E Z_{f,v,\tilde{v}} \right| \quad \text{or} \quad \left| \sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)} - n E Y_{f,v,\tilde{v}} \right| \geq n \left| E Y_{f,v,\tilde{v}} \right|.
\]

On the events described in Lemmas 4.5 and 4.6, there is an upper bound for \( \left| \sum_{i=1}^{n} Z_{f,v,\tilde{v}}^{(i)} - n E Z_{f,v,\tilde{v}} \right| \) and \( \left| \sum_{i=1}^{n} Y_{f,v,\tilde{v}}^{(i)} - n E Y_{f,v,\tilde{v}} \right| \). Hence, on these events, the property in above display holds only if either one of these inequalities holds:

\[
|\mu_f(1 - \mu A_{f,v,\tilde{v}})| \leq \max \left\{ 4\epsilon^2, 4\epsilon \sqrt{1 - \mu A_{f,v,\tilde{v}}} \right\} \quad \text{or} \quad |\mu_f(1 + \mu A_{f,v,\tilde{v}})| \leq \max \left\{ 4\epsilon^2, 4\epsilon \sqrt{1 + \mu A_{f,v,\tilde{v}}} \right\},
\]

which is true if

\[
|\mu_f| \leq \max \left\{ \frac{4\epsilon}{\sqrt{1 - \mu A_{f,v,\tilde{v}}}}, \frac{4\epsilon^2}{1 - \mu A_{f,v,\tilde{v}}}, \frac{4\epsilon}{\sqrt{1 + \mu A_{f,v,\tilde{v}}}}, \frac{4\epsilon^2}{1 + \mu A_{f,v,\tilde{v}}} \right\} \leq \max \left\{ \tau, \tau^2 \right\},
\]

where \( \tau \) is defined to be \( \tau = 4\epsilon / \sqrt{1 - \tanh \beta} \). Note that if \( \tau \geq 1 \) then the bound on \( |\mu_f| \leq 1 \leq \tau \) is trivial. If \( \tau < 1 \), then \( \tau^2 < \tau \) which gives \( |\mu_f| \leq \tau \). \( \Box \)
Lemma 4.8. With \( \epsilon = \sqrt{2/n \log(2p^2/\delta)} \), event \( E_{\text{strong}}^{\epsilon} \) defined in (3.10) occurs with probability at least \( 1 - \delta \).

Proof. Lemma 4.7 shows that, under the events described in Lemmas 4.5 and 4.6, the event \( E_{\text{strong}}^{\epsilon} \) defined in Equation (3.10) holds. Lemmas 4.5 and 4.6 show that these events occur with probability at least \( 1 - \delta \). Thus, with probability at least \( 1 - \delta \), all edges \( e \in T \) such that \(|\mu_e| \geq \tau\) are recovered by Chow-Liu algorithm \( e \in T^{\text{CL}} \). \( \square \)

Lemma 4.9. Let the distribution \( P(x) \in P(T) \) be a zero-field Ising model on the tree \( T = (V, \mathcal{E}) \). For all \( e = (i, j) \in \mathcal{E} \) let \( Y_e = X_iX_j \). Then the set of random variables \( Y_e \) is jointly independent.

This follows from the factorization of distribution \( P(x) \in P(T) \) in Equation (2.2).

Since edge-parities are independent random variables, the following lemma is applicable on paths in the tree \( T \) to give upper bound on the end-to-end error. Interestingly, this provides a dimension-free bound i.e., error guarantees independent of the length of path. The next lemma is a result of Babichenko et al. [44]. We include the proof for completeness.

Lemma 4.10. [[44], Theorem 9] Let \( Y_1, \ldots, Y_d \in \{-1, +1\}^d \) be \( d \) independent random variables with \( E[Y_j] = \mu_j \). Given \( n \) i.i.d. samples \( Y_j^{(i)} \) for \( j = 1, \ldots, d \) and \( i = 1, \ldots, n \), let \( \hat{\mu}_j = \frac{1}{n} \sum_{i=1}^{n} Y_j^{(i)} \) be the empirical average of \( Y_j \). Then for any \( \gamma > 0 \),

\[
\mathbb{P}
\left [
\prod_{j=1}^{d} \hat{\mu}_j - \prod_{j=1}^{d} \mu_j \geq \gamma
\right ] \leq \frac{8}{\gamma^2} \exp(-\gamma^2 n/32) .
\]

Proof.

\[
\prod_{j=1}^{d} \hat{\mu}_j = \prod_{j=1}^{d} \left ( \frac{1}{n} \sum_{i=1}^{n} Y_j^{(i)} \right ) = \frac{1}{n^d} \prod_{j=1}^{d} \sum_{i_j=1}^{n} Y_j^{(i_j)} = \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} \prod_{j=1}^{d} Y_j^{(i_j)}
\]

For every \( l \in \{1, \ldots, n\} \), one can write

\[
\prod_{j=1}^{d} \hat{\mu}_j = \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} \prod_{j=1}^{d} Y_j^{(i_j+l)}
\]
where \(i_j + l\) are taken modulo \(n\). When we average over all \(l\), we have

\[
\prod_{j=1}^{d} \hat{\mu}_j = \left( \frac{1}{n^d} \right) \sum_{i_1, \ldots, i_d=1}^{n} \prod_{j=1}^{d} Y_j^{(i_j+l)} . \tag{4.11}
\]

For every multi-index \(i^* = (i_1, \ldots, i_d)\), we define

\[
d(i^*) = \begin{cases} 
0 & \text{if } \left| \frac{1}{n} \sum_{l=1}^{n} \prod_{j=1}^{d} Y_j^{(i^*_j+l)} - \prod_{j=1}^{d} \mu_j \right| \leq \gamma/2, \\
2 & \text{otherwise.}
\end{cases}
\]

By definition of \(d(i^*)\), we have

\[
\left| \frac{1}{n} \sum_{l=1}^{n} \prod_{j=1}^{d} Y_j^{(i^*_j+l)} - \prod_{j=1}^{d} \mu_j \right| \leq d(i^*) + \gamma/2 . \tag{4.12}
\]

Note that for any fixed \(i^*\), the random variables \(\prod_{j=1}^{d} Y_j^{(i^*_j+l)}\) are jointly independent with expectation \(\prod_{j=1}^{d} \mu_j\). Therefore, using Hoeffding’s inequality (Lemma A.1), we have

\[
\mathbb{E}[d(i^*)] = 2 \mathbb{P} \left[ \left| \frac{1}{n} \sum_{l=1}^{n} \prod_{j=1}^{d} Y_j^{(i^*_j+l)} - \prod_{j=1}^{d} \mu_j \right| \geq \gamma/2 \right] \leq 4 \exp(-\gamma^2 n/32) . \tag{4.13}
\]

We use Equations (4.11) and (4.12) to get the desired bound

\[
P \left[ \left| \prod_{j=1}^{d} \hat{\mu}_j - \prod_{j=1}^{d} \mu_j \right| \geq \gamma \right] = P \left[ \left| \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} \frac{1}{n} \sum_{l=1}^{n} \prod_{j=1}^{d} Y_j^{(i_j+l)} - \prod_{j=1}^{d} \mu_j \right| \geq \gamma \right] \]

\[
\leq P \left[ \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} \left| \frac{1}{n} \sum_{l=1}^{n} \prod_{j=1}^{d} Y_j^{(i_j+l)} - \prod_{j=1}^{d} \mu_j \right| \geq \gamma \right] \]

\[
\leq P \left[ \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} d(i^*) \geq \gamma/2 \right] \leq \frac{8}{\gamma} \exp(-\gamma^2/32),
\]

where in the last inequality we used Markov’s inequality and (4.13).

\[\square\]

**Lemma 4.11.** The event \(E^{\text{cascade}}(\epsilon)\) defined in (3.11) occurs with probability at least

\[1 - \frac{4\epsilon^2}{\epsilon} \exp(-\epsilon^2 n/32).\]
Proof. For a given pair of nodes \( w, \tilde{w} \), let \( \text{path}_{\mathcal{T}}(w, \tilde{w}) = \{ e_1, e_2, \cdots, e_d \} \) and use the shorthand \( \mu_i = \mu_{e_i} \) and \( \tilde{\mu}_i = \tilde{\mu}_{e_i} \). Applying Lemma 4.10 to \( \tilde{\mu}_i \)'s (jointly independent random variables according to Lemma 4.9) gives

\[
P \left( \left| \prod_{j=1}^{d} \tilde{\mu}_j - \prod_{j=1}^{d} \mu_j \right| \leq \epsilon \right) \leq \frac{8}{\epsilon} \exp(-\epsilon^2 n / 32).
\]

A union bound over \( \binom{p^2}{2} \leq p^2 / 2 \) pairs of nodes \( w, \tilde{w} \) provides the desired upper bound for probability of the event \( \mathbb{E}^{\text{cascade}}(\epsilon) \).

4.7 Two trees lemma

Lemma 4.12. Let \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) be two spanning trees on set of nodes \( \mathcal{V} \). Let \( w, \tilde{w} \) be a pair of nodes such that \( \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \neq \text{path}_{\mathcal{T}_2}(w, \tilde{w}) \). Then there exists a pair of edges \( f \triangleq (u, \tilde{u}) \in \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \) and \( g \triangleq (v, \tilde{v}) \in \text{path}_{\mathcal{T}_2}(w, \tilde{w}) \) such that

(i) \( f \notin \text{path}_{\mathcal{T}_2}(w, \tilde{w}) \) and \( g \notin \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \)

(ii) \( f \in \text{path}_{\mathcal{T}_1}(v, \tilde{v}) \) and \( g \in \text{path}_{\mathcal{T}_2}(u, \tilde{u}) \)

Since \( f \in \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \cap \text{path}_{\mathcal{T}_2}(v, \tilde{v}) \), \( w \) and \( \tilde{w} \) (and respectively \( v \) and \( \tilde{v} \)) are in different subtrees of \( \mathcal{T}_1 \) after removing edge \( f \), one can label the end points of the edges \( f = (u, \tilde{u}) \) and \( g = (v, \tilde{v}) \) such that \( u, v \in \text{SubTree}_{\mathcal{T}_1, f}(w) \) and \( \tilde{u}, \tilde{v} \in \text{SubTree}_{\mathcal{T}_1, f}(\tilde{w}) \) (See Figure 4.2.1).

Proof. We assume that \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) are two spanning trees with no common edges over a set of nodes \( \mathcal{V} \). Otherwise, if \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) have any common edges, we can contract them and construct a new pair of spanning trees over set of nodes \( \mathcal{V}' \) in a way that preserves paths. Note that by assumption \( \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \neq \text{path}_{\mathcal{T}_2}(w, \tilde{w}) \), so \( w, \tilde{w} \in \mathcal{V}' \) are not merged in the contraction process explained above.

Let \( u_1, \cdots, u_{K+1} \) be the vertices of \( \text{path}_{\mathcal{T}_1}(w, \tilde{w}) \) in order with \( u_1 = w \) and \( u_{K+1} = \tilde{w} \). Similarly, let \( v_1, \cdots, v_{L+1} \) be the vertices of \( \text{path}_{\mathcal{T}_2}(w, \tilde{w}) \) with \( v_1 = w \) and \( v_{L+1} = \tilde{w} \).
Figure 4.7.1: The schematics showing the pairs of edges $f$ and $g$ satisfying properties given in lemma 4.12. The solid lines represent the tree $T_1$ and the dashed lines represent the tree $T_2$. There always exists pairs of edges $f = (u, \tilde{u})$ and $g = (v, \tilde{v})$ such that $f \in \text{path}_{T_1}(w, \tilde{w}) \cap \text{path}_{T_1}(v, \tilde{v})$ and $g \in \text{path}_{T_2}(w, \tilde{w}) \cap \text{path}_{T_2}(u, \tilde{u})$.

Now, for $1 \leq k \leq K$, let

$$h_{T_1}(k) = \min\{t : (u_k, u_{k+1}) \in \text{path}_{T_1}(v_t, v_{t+1})\}.$$

We first show that $h_{T_1}(k)$ is well-defined (i.e., for all $1 \leq k \leq K$, there exists a $1 \leq t \leq L$ such that $(u_k, u_{k+1}) \in \text{path}_{T_1}(v_t, v_{t+1})$). For each $1 \leq k \leq K$, let $S_k = \text{SubTree}_{T_1,(u_k,u_{k+1})}(u_k)$ and $\tilde{S}_k = \text{SubTree}_{T_1,(u_k,u_{k+1})}(u_{k+1})$. Note that $w \in S_k$ and $\tilde{w} \in \tilde{S}_k$ for all $k$. Also, $(u_k, u_{k+1}) \in \text{path}_{T_1}(v_t, v_{t+1})$ for some $0 \leq t \leq L$ if and only if $v_t \in S_k$ and $v_{t+1} \in \tilde{S}_k + 1$. For any given $k$, if such $t$ does not exist, then either $v_t \in S_k$ or $v_{t'} \in \tilde{S}_k$ for all $1 \leq t' \leq L + 1$, which is a contradiction as $v_1 \in S_k$ and $v_{L+1} \in \tilde{S}_k$. Hence $h_{T_1}(k)$ is well-defined for all $k$. Equivalently, we could define $h_{T_1}(k) = \min\{t : v_{t+1} \in \tilde{S}_k\}$. As $\tilde{S}_k \subseteq \tilde{S}_{k+1}$, the function $h_{T_1}(k)$ is non-decreasing in $k$.

Similarly, the function $h_{T_2}(l) = \min\{t : (v_l, v_{l+1}) \in \text{path}_{T_2}(u_t, u_{t+1})\}$ is well-defined and non-decreasing. To prove the result, we first show that there exists a pair of integers $l^*$ and $k^*$ such that $h_{T_1}(k^*) = l^*$ and $h_{T_2}(l^*) = k^*$. To do so, let function $h(l) : \{1, \cdots, L\} \rightarrow \{1, \cdots, L\}$ be $h(l) = h_{T_1}(h_{T_2}(l))$. This is a nondecreasing function over its domain. We now show that $h(l)$ has a fixed point. Assume that $h(1) > 1$ and $h(L) < L$, since otherwise the result is proven. Define $m = \min\{t : h(t) \leq t\}$
and note that $1 < m < L$. Thus, $h(m) \leq m$ while $h(m - 1) > m - 1$. Since $h(l)$ is non-decreasing, we have $m - 1 < h(m - 1) \leq h(m) \leq m$, which implies that $h(m) = m$.

Let $l^*$ be a fixed point of $h(l)$. According to the definition of $h(l)$, the pair of integers $l^*$ and $k^* = h_{T_2}(l^*)$ satisfies $h_{T_1}(k^*) = l^*$. Hence, the edge pair $(u_{k^*}, u_{k^*+1}) \in \text{path}_{T_1}(v_{l^*}, v_{l^*+1})$ and $(v_{l^*}, v_{l^*+1}) \in \text{path}_{T_2}(u_{k^*}, u_{k^*+1})$ satisfies the properties given in the Lemma.

### 4.8 Information projection lemmas

In the following, we provide two lemmas regarding the maximum likelihood tree and the parameter set given.

**Lemma 4.13.** For a given tree $T = (V, E)$, the reverse information-projection of the distribution $P(x)$ onto the class of the Ising models on $T$ with no external field (as in Equation (2.2)), $\tilde{P}(x) = \Pi_T(P) \triangleq \arg \min_{Q \in P_T} D(P \parallel Q)$ with the parameter $\tilde{\theta}$ consistent with tree $T$ (such that $\tilde{\theta}_{ij} = 0$ for all $(i, j) \notin E$), has the following property: $\tanh(\tilde{\theta}_{ij}) = \mu_{ij}$ for all $(i, j) \in E$, where $\mu_{ij} = \mathbb{E}_P X_i X_j$ is the pairwise correlation of the variables under the distribution $P(x)$. Also, we have $D(P \parallel \tilde{P}) = -H(P) + \sum_{(i,j) \in E} H_B(1 + \mu_{ij})$ where $H_B(x) = x \log \frac{1}{x} + (1 - x) \log \frac{1}{1-x}$ is the binary entropy function.

**Proof.** This lemma is a direct corollary of Theorem 3.3 in [45]. Note that $\tilde{P}(x)$ is the reverse I-projection of distribution $P(x)$ onto the exponential family with sufficient statistics $X_i X_j$ for $(i, j) \in E$. It follows that $\mathbb{E}_{\tilde{P}} X_i X_j = \mathbb{E}_P X_i X_j$ for $(i, j) \in E$ which gives $\tanh(\tilde{\theta}_{ij}) = \mu_{ij}$. Section 3.4.2 in [1] also addresses this problem in depth.

We provide the proof for the sake of completeness here: For the tree $T = (V, E)$
and any $Q \in \mathcal{P}_T$ with parameter vector $\theta$, using (2.2), $Q$ factorizes as

$$Q(x) = \frac{\prod_{(i,j) \in E} \exp(\theta_{ij} x_i x_j)}{\sum_{x \in \{-1, +1\}^p} \prod_{(i,j) \in E} \exp(\theta_{ij} x_i x_j)} = \prod_{(i,j) \in E} \frac{\exp(\theta_{ij} x_i x_j)}{\sum_{x_i, x_j \in \{-1, +1\}} \exp(\theta_{ij} x_i x_j)}$$

$$= \prod_{(i,j) \in E} \frac{1}{2} (1 + \tanh \theta_{ij} x_i x_j)$$

where $\mathbb{E}_Q X_i X_j = \tanh \theta_{ij}$. Let $Y_e = X_i X_j$ for all $e = (i, j) \in E$ so that $Q(Y_e = +) = (1 + \tanh \theta_{ij})/2$ and $P(Y_e = +) = (1 + \mu_{ij})/2$ where $\mu_{ij} = \mathbb{E}_P X_i X_j$.

Given probability mass function $P$ on $\{-1, +1\}^p$ and any $Q \in \mathcal{P}_T$ with parameters $\theta$,

$$D(P\|Q) = \mathbb{E}_P \left[ \log \frac{P}{Q} \right] = -H(P) - \mathbb{E}_P[\log Q(X)]$$

$$= -H(P) - \mathbb{E}_P \left[ \log \prod_{(i,j) \in E} \frac{1 + \tanh \theta_{ij} X_i X_j}{2} \right]$$

$$= -H(P) - \sum_{e=(i,j) \in E} \mathbb{E}_P \left[ \log \frac{1 + \tanh \theta_{ij} Y_e}{2} \right]$$

$$= -H(P) - \sum_{e \in E} \mathbb{E}_P[\log Q(Y_e)]$$

$$= -H(P) + \sum_{e \in E} H_B(P(Y_e)) + \sum_{e \in E} D(P(Y_e)\|Q(Y_e))$$.

$\tilde{P} = \arg \min_{Q \in \mathcal{P}_T} D(P\|Q)$ with parameters $\tilde{\theta}$ satisfies the property $\tilde{P}(Y_e) = P(Y_e)$ for all $e \in E$, hence $\tanh(\tilde{\theta}_{ij}) = \mu_{ij}$ for all $(i,j) \in E$. Consequently, $D(P\|\tilde{P}) = -H(P) + \sum_{e \in E} H_B(\frac{1 + \mu_{ij}}{2})$.

**Lemma 4.14.** Given empirical distribution $\hat{P}$, the tree $\mathcal{T}_{CL}$ defined in Definition 3.1 can be found as the maximum weight spanning tree over a complete weighted graph where the weights of each edge $(i, j)$ is $|\hat{\mu}_{ij}|$.
Proof. Using Lemma 4.13,

$$T_{\text{CL}} = \arg \min_{T \in \mathcal{T}} \sum_{e \in E_T} H_B \left( \frac{1 + \hat{\mu}_e}{2} \right) - H(\hat{P}) = \arg \min_{T \in \mathcal{T}} \sum_{e \in E_T} H_B \left( \frac{1 + \hat{\mu}_e}{2} \right).$$

The maximum weight spanning tree can be implemented greedily using Kruskal algorithm or Prim’s algorithm [43]. So, finding the maximum weight spanning tree only depends on the sorted order of the edges of the graph.

$$H_B \left( \frac{1 + \hat{\mu}_{ij}}{2} \right)$$

is a monotonically increasing function of $|\hat{\mu}_{ij}|$. So, sorting all the edges $(i, j)$ in the complete graph based $H_B \left( \frac{1 + \hat{\mu}_{ij}}{2} \right)$ or $|\hat{\mu}_{ij}|$ gives the same order. This gives

$$T_{\text{CL}} = \arg \min_{T \in \mathcal{T}} \sum_{(i, j) \in E_T} H_B \left( \frac{1 + \hat{\mu}_{ij}}{2} \right) = \arg \min_{T \in \mathcal{T}} \sum_{(i, j) \in E_T} |\hat{\mu}_{ij}|. \quad \square$$

### 4.9 Proof of forest approximation result

In the following, we show an upper bound for the sample complexity of

**Proof.** [Proposition 3.8] We will provide $\epsilon$ and $\gamma$ such that on the event $E(\epsilon, \gamma)$ the ssTV bound holds. All the weak edges $e \in E_T$ such that $|\mu_e| \leq \tau$ (for which we cannot guarantee correct recovery by Chow-Liu algorithm) have $|\hat{\mu}_e| \leq \tau + \epsilon$ on event $E_{\text{corr}}(\epsilon)$, hence these edges are truncated by the thresholding process (Remember that the forest approximation algorithm thresholds edges with $|\hat{\mu}_{ij}| \leq \tau + \epsilon$ to zero.) It follows that $E_{\tau} \subseteq E_{\hat{T}}$.

On event $E_{\text{strong}}(\epsilon)$, the strong edges defined in Equation (3.9) are recovered by the Chow-Liu algorithm, i.e., for all $e \in E_T$, with $|\mu_e| \geq \tau + 2\epsilon$, $e \in E_{\tau\alpha}$. On event $E_{\text{corr}}(\epsilon)$, these edges also satisfy $|\hat{\mu}_e| \geq \tau + \epsilon$ and these edges are retained. This implies that all of the strong edges in the original tree $T$ (with $|\mu_e| \geq \tau + 2\epsilon$) are recovered correctly by the truncation algorithm (i.e., $E_{\text{strong}} \subseteq E_{\hat{T}}$).

To bound the ssTV, we decompose into two terms as per (3.7). We first study the loss due to graph estimation error $\mathcal{L}^2(P, \Pi_{\hat{T}}(P))$. For any pair of nodes $w, \tilde{w}$ in $\hat{T}$, since $E_{\hat{T}} \subseteq E_T$, if there is a path between them, then this is the same as the path between them in $T$. Hence looking at (3.6), $E_P[X_w X_{\tilde{w}}] = E_{\Pi_{\hat{T}}(P)}[X_w X_{\tilde{w}}]$ and the
error is zero. If there is no path between \( w, \tilde{w} \) in \( \hat{T} \), then \( \mathbb{E}_{\Pi_\hat{T}(\tilde{P})}[X_w X_{\tilde{w}}] = 0 \) and the error is \( \mathbb{E}_P[X_w X_{\tilde{w}}] \). This occurs whenever there is an edge \( e \in \text{path}_T(w, \tilde{w}) \) such that \( e \notin \mathcal{E}_T \). All the missing edges in \( \hat{T} \) are weak edges, hence \( |\mu_e| \leq \tau + 2\epsilon \). This implies that \( |\mathbb{E}_P[X_w X_{\tilde{w}}]| \leq |\mu_e| \leq \tau + 2\epsilon \) and it follows that \( L^{(2)}(P, \Pi_\hat{T}(P)) \leq \tau + 2\epsilon \).

To bound the loss due to parameter estimation error \( L^{(2)}(\Pi_\hat{T}(P), \Pi_\hat{T}(\hat{P})) \), we again consider an arbitrary pair of nodes \( w, \tilde{w} \). If there is a path between them in \( \hat{T} \), (since \( \mathcal{E}_\hat{T} \subseteq \mathcal{E}_T \)), then occurrence of event \( \mathbb{E}^{\text{cascade}}(\gamma) \) implies \( |\mathbb{E}_{\Pi_\hat{T}(P)}[X_w X_{\tilde{w}}] - \mathbb{E}_{\Pi_\hat{T}(\hat{P})}[X_w X_{\tilde{w}}]| \leq \gamma \). If there is no path between \( w \) and \( \tilde{w} \) in \( \hat{T} \), then \( \mathbb{E}_{\Pi_\hat{T}(P)}[X_w X_{\tilde{w}}] = \mathbb{E}_{\Pi_\hat{T}(\hat{P})}[X_w X_{\tilde{w}}] = 0 \). Hence, \( L^{(2)}(\Pi_\hat{T}(P), \Pi_\hat{T}(\hat{P})) \leq \gamma \).

Combining the two error terms gives \( L^{(2)}(P, \Pi_\hat{T}(\hat{P})) \leq \tau + 2\epsilon + \gamma \). If \( \epsilon \leq \eta e^{-\beta}/8 \) and \( \gamma \leq \eta/4 \) then \( \tau = 4\epsilon/\sqrt{1 - \tanh \beta} \leq 4\epsilon e^\beta \leq \eta/8 \) and \( L^{(2)}(P, \Pi_\hat{T}(\hat{P})) \leq \tau + 2\epsilon + \gamma \leq \eta \). The event \( \mathbb{E}(\epsilon, \gamma) \) with \( \epsilon \leq \eta e^{-\beta}/8 \leq \eta/8 \) and \( \gamma < \eta/4 \) occurs with probability at least \( 1 - 3\delta \) given

\[
n > \max\{128\epsilon^2/\eta^2 \log \frac{2p^2}{\delta}, 512/\eta^2 \log \frac{32p^2}{\eta \delta}\}
\]

samples (by Lemma 3.11), which gives the result. \(\square\)
Chapter 5

Accurate $k$-wise marginals

We first describe our result, expressing marginals in terms of correlations, and then delineate implications to learning Ising models in order to make subsequent predictions from partial observations.

Let $S \subset \mathcal{V}$ be a subset of variables. We are interested in the marginal $P(x_S)$ for an Ising model $P(x)$ of the form (2.2). Note that the variables have mean zero by symmetry of the model, hence $P(x_i) = \frac{1}{2}$ for each $i \in \mathcal{V}$. When $|S| = 2$, the marginal over any pair of nodes $S = \{i,j\}$ can be expressed as $P(X_i = x_i, X_j = x_j) = \frac{1}{4}[1 + x_i x_j \mu_{ij}]$ for $x_i, x_j \in \{-, +\}$.

We seek a simple closed form for the marginal distribution $P(x_S)$ as a function of pairwise correlations between pairs of nodes $i, j \in S$. By the previous paragraph, we have already accomplished this when $|S| = 2$. The general case $|S| > 2$ is (as one might expect) rather more complicated and involves a certain maximization over matchings.

Let $\binom{\mathcal{V}}{2}$ denote the collection of pairs of nodes in $\mathcal{V}$. For $m \in \binom{\mathcal{V}}{2}$, if $m = \{i, j\}$, then we also write the correlation $\mu_m = \mathbb{E}_P X_i X_j$.

**Definition 1.** For subset of nodes $C \subseteq \mathcal{V}$ of even cardinality $|C| = 2t$, we define the set $\mathcal{M}_C$ to be the collection of all partitions of $C$ into $t$ disjoint pairs of nodes, i.e. the
set of all perfect matchings in the complete graph with node set $C$:

\[ \mathcal{M}_C = \{ M = \{m_1, \ldots, m_t\} : m_l \in \binom{C}{2} \text{ for each } l \in [t], m_l \cap m_k = \emptyset \text{ for } l \neq k \}. \]

**Definition 2.** Let $t \geq 1$ be a positive integer and $C \subseteq V$ be of size $|C| = 2t$. The set-valued function $G(C)$ is defined as the set of matchings $M$ in $\mathcal{M}_C$ that maximize the product of correlations for elements in $M$:

\[
G(C) = \arg \max_{M \in \mathcal{M}_C} \prod_{m \in M} |\mu_m|. \tag{5.1}
\]

We define $G^*(C)$ to be an arbitrary element in $G(C)$, and $G(\emptyset) = \emptyset$ and $G^*(\emptyset) = \emptyset$. We also use the notation $G^*(C, P)$ to be optimal matching under the distribution $P$ (maximizing (5.1)) to explicitly determine the underlying distribution.

We emphasize that often the maximum in (5.1) is not uniquely achieved and the set $G(C)$ can be large. In what follows we use the convention that the product $\prod_{m \in \emptyset} \mu_m = 1$ whenever $\emptyset = \emptyset$. Our main result is the following:

**Theorem 5.1.** If $P(x)$ is the probability mass function for an Ising model (2.2) on any tree $T$, then the marginal $P(x_S)$ over the subset $S \subseteq V$ can be written as:

\[
P(x_S) = 2^{-|S|} \sum_{t=0}^{|S|/2} \sum_{C \subseteq S, |C| = 2t} \prod_{c \in C} x_c \prod_{m \in G^*(C)} \mu_m. \tag{5.2}
\]

**Proof.** For subset of variables $S \subseteq V$, the marginal distribution $P_S$ is

\[
P_S(x_S) = \sum_{x \in \mathcal{X}} P(x)
= (a) \sum_{x \in \mathcal{X}} \prod_{(i,j) \in E} \frac{1 + \mu_{ij} x_i x_j}{2}
= (b) \frac{1}{2^p} \sum_{x \in \mathcal{X}} [1 + \sum_{F \subseteq E, F \neq \emptyset} \prod_{(i,j) \in F} \mu_{ij} x_i x_j]
= (c) \frac{1}{2^{|S|}} [1 + \sum_{F \subseteq E, F \neq \emptyset} \prod_{(i,j) \in F} \mu_{ij} x_i x_j]
\]
where (a) uses the Equation (3.1) for $P \in \mathcal{P}_T$. In (b) we expand the product term over all the edges in the tree. In (c), $\Omega(S) \subseteq 2^E$ is defined such that for $\mathcal{F} \subseteq \mathcal{E}$, if $\mathcal{F} \in \Omega(S)$, then for all nodes $i \in S^c$, there are even number of edges $e \in \mathcal{F}$ that have $i$ as their end point. Equivalently, any $\mathcal{F} \in \Omega(S)$ is the collection of edges in the set of edge-disjoint paths between distinct pairs of nodes in $S$.

The utility of this expression is in part due to the fact that it depends on the tree topology $T$ only through the optimization implicit in $G(C)$, which depends only on end-to-end correlations between variables in $C \subseteq S$. In particular, the expression is agnostic to the topology over variables not in $S$: even the number of such variables is irrelevant. This is important because there can be several (non-isomorphic) subtrees which give the same marginal over $S$. This means that it is in general impossible to detect the tree topology just by observing end-to-end correlations, but this expression is robust to this.

**Lemma 5.2.** For any set $C \subseteq V$ with $|C| = 2t$, and any pair of tree structured Ising distributions $P$ and $Q$ as in (2.2) (with possibly different underlying tree), let $\mu_{ij} = \mathbb{E}_P X_i X_j$ and $\tilde{\mu}_{ij} = \mathbb{E}_Q X_i X_j$. If $|\mu_{ij} - \tilde{\mu}_{ij}| \leq \epsilon$ for all $i, j \in C$, then

$$|\prod_{m \in G^*(C,P)} \mu_m - \prod_{m' \in G^*(C,Q)} \tilde{\mu}_{m'}| \leq 2t\epsilon.$$  

**Proof.** First, we will show that for all $M \in \mathcal{M}_C$, $\prod_{m \in M} \mu_m$ takes the same sign (i.e., for $M, M' \in \mathcal{M}_C, \prod_{m \in M} \mu_m \prod_{m' \in M'} \mu_{m'} \geq 0$). A similar statement holds for $\tilde{\mu}$. To do so, note that for all $M, M' \in \mathcal{M}_C$, one can make a sequence of matchings $M_0 = M, M_1, \cdots, M_r = M'$ such that $M_r$ and $M_{r+1}$ differ only at two pairs of nodes (i.e., There exists $(i,j), (k,l) \in M_r$ such that $(i,k), (j,l) \in M_{r+1}$). The product of correlations on $M_r$ and $M_{r+1}$ have the same sign (i.e., $\prod_{m \in M_r} \mu_m \prod_{m' \in M_{r+1}} \mu_{m'} \geq 0$). The same argument applies for all $r$ and hence $\prod_{m \in M} \mu_m \prod_{m' \in M'} \mu_{m'} \geq 0$.

Next, we show that if $|\mu_{ij} - \tilde{\mu}_{ij}| \leq \epsilon$ for all $i, j \in C$, then for any

$$M = \{m_1, m_2, \cdots, m_t\} \in \mathcal{M}_C$$
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we have
\[ | \prod_{m \in M} \mu_m - \prod_{m' \in M} \tilde{\mu}_{m'} | \leq t \epsilon. \]
Hence,
\[
| \prod_{i=1}^{t} \mu_{m_i} - \prod_{i=1}^{t} \tilde{\mu}_{m_i} | = | \sum_{i=1}^{t-1} \prod_{j=1}^{i} \mu_{m_j} \prod_{j' = i+1}^{t} \tilde{\mu}_{m_{j'}} (\mu_i - \tilde{\mu}_i) |
\leq \sum_{i=1}^{t} | \prod_{j=1}^{i-1} \mu_{m_j} \prod_{j' = i+1}^{t} \tilde{\mu}_{m_{j'}} (\mu_i - \tilde{\mu}_i) |
\leq \sum_{i=1}^{t} | \mu_i - \tilde{\mu}_i | \leq t \epsilon .
\]

Let’s define
\[
a = \prod_{m \in G^*(C,P)} \mu_m, \quad a' = \prod_{m \in G^*(C,Q)} \mu_m, \quad b = \prod_{m \in G^*(C,P)} \tilde{\mu}_m, \quad b' = \prod_{m \in G^*(C,Q)} \tilde{\mu}_m.
\]

Hence, we show that \( aa' \geq 0 , bb' \geq 0 , |a - b| \leq t \epsilon\) and \(|a' - b'| \leq t \epsilon\). We also know that \(|a| \geq |a'|\) and \(|b'| \geq |b|\) according to the definition of \(G^*(C,P)\) and \(G^*(C,Q)\). To bound \(|a - b'|\), we study two different cases: Either \(ab \geq 0\) in which case \(|a - b'| = ||a| - |b'|| \leq \max\{|a - b|, |a' - b'|\} \leq t \epsilon\) or \(ab \leq 0\) in which case \(|a - b'| = |a| + |b'| \leq |a - b| + |a' - b'| \leq 2t \epsilon\). \(\square\)

**Proposition 1.** Let \(T = (\mathcal{V}, \mathcal{E})\) be a tree and \(P\) an Ising model on \(T\). Let \(Q\) be an Ising model on tree \(T' = (\mathcal{V}, \mathcal{E}')\). If \(|\mathbb{E}_P X_i X_j - \mathbb{E}_Q X_i X_j| \leq \eta\) for all \(i, j \in \mathcal{V}\) (i.e., \(L^{(2)}(P,Q) \leq \eta/2\)) , then \(L^{(k)}(P,Q) \leq k2^k \eta\).

**Proof.** For \(i, j \in \mathcal{V}\), let \(\mu_{ij} \triangleq \mathbb{E}_P X_i X_j\) and \(\tilde{\mu}_{ij} \triangleq \mathbb{E}_P X_i X_j\). We also use the notation \(G^*(C,P)\) to be optimal matching \(G^*(C)\) under the distribution \(P\).
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To bound $S \subseteq V$ with $|S| = k$, we use Lemma 5.2 to get:

\[
d_{TV}(P_S, Q_S) = \sum_{x_S \in \{-, +\}^k} |P(x_S) - Q(x_S)| \leq 2k \sum_{t=0}^{\lfloor \frac{k}{2} \rfloor} \sum_{\mathcal{C} \subseteq S, |\mathcal{C}| = 2t} \left| \prod_{c \in \mathcal{C}} x_c \prod_{m \in \mathcal{G}^*(\mathcal{C}, P)} x_m - \prod_{m \in \mathcal{G}^*(\mathcal{C}, Q)} \tilde{x}_m \right|
\]

\[
\leq \sum_{t=0}^{\lfloor \frac{k}{2} \rfloor} \sum_{\mathcal{C} \subseteq S, |\mathcal{C}| = 2t} \left| \prod_{c \in \mathcal{C}} x_c \prod_{m \in \mathcal{G}^*(\mathcal{C}, P)} x_m - \prod_{m \in \mathcal{G}^*(\mathcal{C}, Q)} \tilde{x}_m \right|
\]

\[
\leq 2t \eta \leq \left( \frac{k}{2t} \right)^2 t \eta \leq k^2 \eta. \quad \square
\]

Note that learning the tree $T^{CL}$ from $n$ samples using the variant of Chow-Liu algorithm has time complexity of $O((n + 1)p^2)$. Finding low-order marginals and posteriors of any subset of variables on a tree-structured distribution takes $O(p)$ operations using belief-propagation algorithm.
Chapter 6

Discussion

Learning the structure of Ising models on trees with finite number of samples is impossible in the presence of weak edges. Yet, we proved that using the maximum likelihood tree enables accurate estimation of the original distribution for the purpose of prediction. The sample complexity of this estimation is given in this paper.

There is a large literature on learning tree-structured Markov random fields, and it is useful to carefully compare the guarantees obtained by each when applied to our setting. In the following we review different approaches that could be taken toward learning a tree-structured distribution. We also review some known algorithms and their sample complexity. The input of these algorithm is $n$ i.i.d. samples from a tree-structured distribution $P(x) \in P_T(\alpha, \beta)$ with $T = (V, E)$ being a tree. The guarantees mentioned below are with high probability.

- **Guaranteed recovery of the structure**

  **Algorithm:** Chow-Liu algorithm [19]

  **Output:** $T^{CL}$

  **Guarantee:** $T = T^{CL}$

  **Requirement:** $n > C\frac{\alpha^2 \beta}{\alpha^2} \log p$

In Theorems 3.3 and 3.2 we provided the sample complexity of this problem
(tight up to a constant factor).

- **Guaranteed recovery of the structure and accurate pairwise marginal**

  **Algorithm:** Chow-Liu algorithm [19]
  
  **Output:** $T^{\text{CL}}$ and $Q \in \mathcal{P}_{T^{\text{CL}}}$
  
  **Guarantee:** $T = T^{\text{CL}}$ and $\mathcal{L}^{(2)}(P, Q) \leq \eta$.
  
  **Requirement:** $n > C \max\{\frac{e^{2\beta}}{\alpha^2} \log p, \frac{1}{\eta^2} \log \frac{p}{\eta}\}$

  Proved in Proposition 3.8

- **Forest Approximation and accurate pairwise marginal**

  **Algorithm:** Chow-Liu algorithm with a proper threshold over the weight of edges
  
  **Output:** $\hat{T} = (\mathcal{V}, \mathcal{E})$ and $Q \in \mathcal{P}_{\hat{T}}$
  
  **Guarantee:** $\mathcal{E} \subseteq \mathcal{E}$ and $\mathcal{L}^{(2)}(P, Q) \leq \eta$.
  
  **Requirement:** $n > C \max\{e^{2\beta}/\eta^2 \log p, 1/\eta^2 \log \frac{p}{\eta}\}$

  Proved in Proposition 3.8

- **Accurate pairwise marginals**

  **Algorithm:** Chow-Liu Algorithm for the purpose of inference
  
  **Output:** $T^{\text{CL}} = (\mathcal{V}, \mathcal{E})$ and $Q \in \mathcal{P}_{T^{\text{CL}}}$
  
  **Guarantee:** $\mathcal{L}^{(2)}(P, Q) \leq \eta$.
  
  **Requirement:** $n > C \max\{e^{2\beta} \log p, \eta^{-2} \log \frac{p}{\eta}\}$

  Proved in Theorem 3.4

- **Latent tree with accurate pairwise marginals**

  **Algorithm:** Agarwala, Bafna, Farach, Paterson, and Thorup [35].
Output: $S = (\mathcal{V} \cup \tilde{\mathcal{V}}, \mathcal{E}_S)$ and $Q \in \mathcal{P}_S$ such that $\mathcal{V}$ is the set of leaves of $S$.

Guarantee: $\mathcal{L}^{(2)}(P, Q_{\mathcal{V}}) \leq \eta$.

Requirement: $n > C \frac{1}{\alpha^2 \eta^2} \log p$

Discussed in Section 2.1.

- Latent tree with accurate joint distribution over the leaves

Algorithm: Ambainis, Desper, Farach, and Kannan [36].

Output: $S = (\mathcal{V} \cup \tilde{\mathcal{V}}, \mathcal{E}_S)$ and $Q \in \mathcal{P}_S$ such that $\mathcal{V}$ is the set of leaves of $S$.

Guarantee: $\mathcal{L}^{(p)}(P, Q_{\mathcal{V}}) \leq \eta$.

Requirement: $n > C \max\{1/\alpha^2, pe^{2\beta}/\eta^2\}$

Discussed in Section 2.1.

The last two introduced problems are examples of improper learning in which the class of models from which we learn is bigger than the class of models assumed over the original distribution. In this case, we assume that the original distribution is tree-structured over the nodes in $\mathcal{V}$ whereas the learned model is represented with a latent tree such that its leaves are the nodes in $\mathcal{V}$. Specific applications determine the requirements over the learned models and the guarantees which are necessary for the subsequent purposes. In general proper learning is necessary when the identification of the qualitative structure behind the distributions is necessary. The extreme case of which is when one is only interested in the underlying structure which corresponds to the first problem in above category.

Note that every tree-structured distribution over $p$ nodes in $\mathcal{V}$ can be equivalently represented using a latent tree with $\mathcal{V}$ as its leaves. To do so, one has to add some dummy variables and infinite strength edges to the original tree. The converse is not true: A distribution represented on the leaves of a latent tree cannot be factorized as a tree-structured distribution in general.
Part II

Online Recommendation System
with a Latent Variable Model
Chapter 7

Background and motivation

7.1 Introduction

Options are good, but if there are too many options, we need help! It is increasingly the case that our interaction with content is mediated by recommendation systems. There are two main approaches taken in recommendation systems: *content filtering* makes use of features associated with items and users (e.g., age, location, gender of users and genre, director of movies). In contrast, *collaborative filtering* are made based on observed user preferences. Thus, for instance two users are thought of as similar if they have revealed similar preferences irrespective of their profile. Similarly, two items are thought of as similar if most users have similar preferences for them. More generally, collaborative filtering (CF) makes use of structure in the space of users and the space of items, for example low-rank matrix formulation [46, 47, 48, 49, 50, 51, 52, 53].

An important aspect of most recommendation systems is that each recommendation influences what is learned which in turn determines the possible accuracy of the future recommendations. This introduces a tension between exploring to get information and exploiting existing knowledge to make good recommendations. This is exactly the phenomenon of interest in the substantial literature on the multi-armed bandit (MAB) problem and its variants [54, 55, 56]. In MAB problems, the optimal strategy is pulling the optimal arm repeatedly. But clearly this is a bad idea in rec-
ommendation systems as most people would not find it useful to be recommended the same movie over and over again.

It is common to think of recommendation systems as a matrix completion problem. Given a few observed entries, the matrix completion problem is to estimate the rest of matrix, where it is assumed that the matrix satisfies some properties. But this criteria is not matched to the motivating recommendation problem; more appropriate measure of performance is the number of good recommendations made by the algorithm.

The first contribution of this work is to provide a framework to understand various recommendation system algorithms. We focus on a latent variable model based on which each user is associated with a user type and each item is associated with an item type. Users who belong to the same user type share similar preferences for all items and items who belong to the same type are rated by everyone similarly. The measure of performance of recommendation algorithm in this framework is the expected number of bad recommendations per user made by the algorithm.

We focus on two well-studied categories of algorithm for recommendation systems: user-user algorithms [57, 58, 59] utilize the structure in user space to predict the preference of users for items they have not rated yet. To do so, the preference of user $u$ for item $i$ is estimated by the preference of another user $u'$ (believed to be similar to $u$ based on their previous ratings) for item $i$. Alternatively, item-item algorithms [60, 61, 62] utilize the structure in item space to predict the preference of users for items. To do so, the preference of user $u$ for item $i$ is estimated by the preference of user $u$ for another item $i'$ (believed to be similar to $i$ based on their previous ratings). We provide two versions of user-user and item-item CF algorithms tailored to the latent variable model in the online recommendation system of interest. Performance guarantees for the proposed algorithms are provided based on the model introduced. Similar model of data to our approach in which there is an underlying clustering of rows and columns of data is studied in other problems including [63, 64].

Next, we focus on two extreme regimes of interest of the latent variable model: in user-structure only model, the parameters of the model are so that there is no structure in item space. Alternatively, in item-structure only model, the parameters
are so that there is not structure in user space. We provide information theoretic lower bounds for performance of any algorithm based on user-structure only model and item-structure only model. We show that our proposed user-user and item-item online CF algorithms are almost information theoretically optimal (within multiplicative logarithmic factors).

We use novel machinery in the proof of information theoretic lower bounds for performance of online CF algorithms. As an example, in the user-structure only model, we make two observations: recommending item $i$ to user $u$ at time $t$ results in uncertain outcome if there is no user $u'$ which has rated enough items similar to $u$ by time $t - 1$. In this case, we cannot be certain about similarity of $u$ and any other user. The outcome of recommending $i$ to $u$ at time $t$ is also uncertain if none of users similar to $u$ has rated item $i$ by time $t - 1$. Such observations imply a lower bound on the necessary number of exploration recommendations before recommending something which is expected to be liked. Similar observations are made for the model based on item-structure only and later on the model considering structure in both user and item space.

Later, we propose a hybrid algorithm which utilizes the structure in item space and user space simultaneously. To do so, item space is explored until enough information is gathered to learn the similarity between users. After that, the effort of exploring item space is shared between similar users. Lower bounds show that the performance of our proposed hybrid algorithm is almost optimal in all regimes of interest. The performance of hybrid algorithm is also proved to be better than the performance of the user-user and item-item algorithms introduced before. Such hybrid algorithms have been studied before in [65, 66]. In [66] a latent variable model which features of users and items take values in real line and the the outcome of recommendation is a noisy observation of a function of features.

A few papers including [67, 62, 57] have provided theoretical guarantees for online or adaptive collaborative filtering problem.

In particular, the underlying model used in [67] is quite similar to our setup. But they focused on designing an algorithm which maximizes the probability of recom-
mending a liked item at finite horizon starting from any given time with some given history. In particular, they provide an algorithm which performs exploitation phase in a provably optimal fashion asymptotically, but their approach does not reveal any information on how to come up with the exploration phase which provides small regret. Similar results appear in [68] and [46].

[66] proposes a nonparametric regression over latent variable models. In this model features of users and items take values in real line. The the outcome of recommendations are a noisy observation of a function of features with the observation function being Lipschitz and bounded. They provide the sample complexity for the matrix completion problem. The Lipschitzness assumption of the observation function provides the guarantee results with sample complexity independent of the dimension of the feature space. They proposed two algorithm based on the structure in user space or item space. They also propose a hybrid algorithm which looks at both structure in user space and item space and exploits the one which has smaller variance for each entry. Their work is different from ours in the sense that the latent variable model is a bit more flexible (even though it does not capture our latent variable model as our model does not satisfy Lipschizness). But they study the matrix completion in the offline mode. They also did not provide the optimality guarantees.

7.1.1 Notation

For an integer \( a \) we write \([a] = \{1, \cdots, a\}\) and for real-valued \( x \) let \((x)_+ = \begin{cases} x, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}\).

We note here that variables or parameters, except those in Figure 7.2.1, may take different values in each section.
7.2 Model

7.2.1 Problem setup

There are $N$ users in the system. At each time $t \geq 1$, the algorithm recommends an item $a_{u,t} \in \mathbb{N}$ to each user $u$ and receives feedback $L_{u,a_{u,s}} \in \{+1, -1\}$ (‘like’ or ‘dislike’). We impose the condition that each item may be recommended at most once to each user. The condition contrasts with the multi-armed bandit setup where the optimal algorithm converges to repeated play of the same arm: a recommendation system that repeatedly recommends the same movie, even if it is very good, is surely problematic! In order that the algorithm never run out of items to recommend, we suppose there are infinitely many items to draw from and we identify them with the natural numbers.

The history at time $t$, $H_{t-1}$, is the collection of actions and feedback up to time $t-1$, i.e., $H_{t-1} = \{a_{u,s}, L_{u,a_{u,s}}, \text{ for } u \in [N], s \in [t-1]\}$. We are interested in online learning algorithms, in which the random variable $a_{u,t}$ is a (possibly random) function of $H_{t-1}$. This additional randomness is encoded in random variables $\zeta_{u,t}$, assumed to be independent of all other variables. In this way, $a_{u,t} = f_{u,t}(H_{t-1}, \zeta_{u,t})$, for some deterministic function $f_{u,t}$.

Algorithm performance will be evaluated after some arbitrary number of time-steps $T$. The performance metric we use is expected regret (simply called regret in what follows), defined as the expected number of disliked items recommended per user:

$$\text{regret}(T) = \mathbb{E} \sum_{t=1}^{T} \frac{1}{N} \sum_{u=1}^{N} 1[L_{u,a_{u,t}} = -1]. \quad (7.1)$$

The algorithms we describe depend on knowing the time-horizon $T$, but by standard techniques in the multi-armed bandit literature it is possible to convert these to algorithms achieving the same (up to constant factors) regret without this knowledge. This latter notion of regret, where the algorithm does not know the time-horizon of interest and must achieve good performance across all time-scales, is called anytime regret in the literature.
7.2.2 User preferences

There is a latent-variable model for the preferences (‘like’ or ‘dislike’) of the users for the items, based on the idea that there are relatively few types of users and/or few types of items. Each user $u \in [N]$ has a user type $\tau_U(u)$ i.i.d. uniformly distributed on $[q_U]$, where $q_U$ is the number of user types. Similarly, each item $i \in \mathbb{N}$ has a random item type $\tau_I(i)$ i.i.d. uniformly distributed on $[q_I]$, where $q_I$ is the number of item types. The random variables $\{\tau_U(u)\}_{1 \leq u \leq N}$ and $\{\tau_I(i)\}_{1 \leq i}$ are assumed to be jointly independent.

All users of a given type have identical preferences for all the items, and similarly all items of a given type are rated in the same way by any particular user. The entire collection of user preferences $(L_{u,i})_{u,i}$ is therefore encoded into a much smaller type matrix $\Xi = (\xi_{k,j}) \in \{-1, +1\}^{q_U \times q_I}$, which specifies the preference of each user type for each item type: The rating $L_{u,i}$ of a particular user $u \in [N]$ for item $i \in \mathbb{N}$ is the preference $\xi_{\tau_U(u), \tau_I(i)}$ of the associated user type $\tau_U(u)$ for the item type $\tau_I(i)$ given the type matrix $\Xi$, i.e., $L_{u,i} = \xi_{\tau_U(u), \tau_I(i)}$.

We assume that the entries of $\Xi$ are i.i.d., $\xi_{k,j} = +1$ w.p. $1/2$ and $\xi_{k,j} = -1$ w.p. $1/2$. Generalizing our results to i.i.d. entries with bias $p$ is relatively straightforward, but the independence assumption is quite strong and an important future research direction is to obtain results for more realistic preference matrices.

7.2.3 Two regimes of interest

Throughout this part of the thesis, we are going to assume that the number of user types, $q_U$, and the number of item types $q_I$ satisfy the property $q_U, q_I > 40 \log N$. Note that the logarithmic dependency on $N$ is rather a weak assumption. The statement of results as follows would holds by making these assumptions. But, we can additionally show the optimality of the proposed algorithms up to multiplicative logarithmic factors if there exists constants $0 < \alpha, \beta < 1$ such that $q_U = N^\alpha$ and $q_I = N^\beta$.

Two specific parameter regimes play a central role in this paper, capturing settings with structure only in user space or only in item space. As described in Section 7.3,
either user-user or item-item collaborative filtering is almost optimal in the corresponding regime.

**Definition 7.1** (User structure only ($q_I = 2^{q_U}$)). The *user-structure model* refers to the case that there is no structure in the item space. To simplify matters, we assume that the type matrix $\Xi \in \{-1, +1\}^{q_U \times 2^{q_U}}$ is *nonrandom* and has all sequences in $\{-1, +1\}^{q_U}$ in its columns. Effectively the same type matrix would arise (with high probability) with i.i.d. entries as specified above if $q_I$ is much larger than $2^{q_U}$.

**Definition 7.2** (Item structure only ($q_U = N$)). The *item-structure model* refers to the case that there is no structure in the user space. This happens roughly when $q_U$ is much larger than $N$, since then most user types have no more than one user. For the purpose of proving near-optimality of item-item collaborative filtering, it suffices to take $q_U = N$ (and we do so).

### 7.3 Main results

In this paper, we analyze a version of each of user-user and item-item collaborative filtering within the general setup described in Section 7.2. The resulting regret bounds appear as Theorems 7.3 and 7.5. These theorems are complemented by information theoretic lower bounds showing that no other algorithm can achieve better than this asymptotic regret bound (up to logarithmic factors) in the specific extreme parame-
ter regimes user-structure only and item-structure only. Next, we propose a hybrid algorithm which is almost optimal in all parameter regimes.

**User-user collaborative filtering.** User-user collaborative filtering exploits structure in the user space: the basic idea is to recommend items to a user that are liked by similar users. We analyze an instance of user-user CF described in Section 8.1.1, obtaining the regret bound given in the following theorem. Essentially, the algorithm clusters users according to type by recommending random items for an initial phase, and then uses this knowledge to efficiently explore each user type’s preferences.

The random recommendations during the initial phase incur regret with slope 1/2. Subsequently, the users are clustered according to type. Recommending an item to $q_U$ users, one from each type, gives us the preferences for all $N$ users for this item, and each such recommendation is disliked with probability 1/2. This results in a slope of $q_U/2N$ for regret in the second phase of the algorithm.

**Theorem 7.3.** Consider the recommendation system model described in Section 7.2 with $N$ users, $q_U$ user types and $q_I > 6 \log(N q_U^2)$ item types. There exists a numerical constant $c$ so that Algorithm 8.1 achieves regret

$$
\text{regret}(T) \leq \begin{cases} 
\frac{T}{2}, & \text{if } T \leq c \log N \\
\frac{c \log N}{2} + \frac{q_U}{2N} T, & \text{if } T > c \log N.
\end{cases}
$$

When there is no structure in the item space, with $q_U = N^\alpha$ user types for $0 < \alpha < 1$, the user-user CF algorithm is optimal up to a multiplicative constant.

**Theorem 7.4.** There exist numerical constants $c$ (same as in the previous theorem) and $c_1$ such that in the user structure model (Defn 7.1), any recommendation algorithm must incur regret

$$
\text{regret}(T) \geq \begin{cases} 
0.49T - 4, & \text{if } T \leq c \log q_U \\
c_1 (\log q_U + \frac{q_U}{N} T), & \text{if } T > c \log q_U.
\end{cases}
$$
The reasoning for the first part of the lower bound is as follows. If a user has been recommended fewer than $\log q_U$ items, then its similarity with respect to other users cannot be determined. This implies that any recommendation made to this user has uncertain outcome. The second part of the lower bound is obtained by showing that when an item is recommended for the first time to a user from a given user type the outcome of that recommendation is uncertain, and lower bounding the number of such recommendations. This is where we use the condition that each item is recommended at most once to each user.

The lower bound shows that the poor initial performance of the user-user CF, as bad as simply recommending random items, is unavoidable in the setting with only user structure. In the recommendation systems literature the notion of \textit{cold start} describes the difficulty of providing useful recommendations when insufficient information is available about user preferences. In [62] a formal definition of cold start time is provided, and it is shown that a version of item-item CF obtains much smaller cold start time than user-user CF in a model with item structure. Our results on item-item CF, described next, substantiate this.

\textbf{Item-item collaborative filtering.} Item-item collaborative filtering exploits structure in the item space: users are recommended items similar to those they have liked. We analyze an instance of item-item CF in Section 9.1.1, obtaining the regret bound given in the following theorem. The proposed algorithm recommends a few random items to all users. This is referred to as \textit{self-exploration} of the item space by the users, because every user learns its preference for the types of explored items, which we will call \textit{representatives}. The algorithm then compares a set of items to the representatives by recommending each to a subset of random users. We refer to this phase as \textit{joint-exploration} of the item space, because the effort of classifying the items is shared among all the users. This yields a set of item clusters, one for each explored type. If the number of representatives is smaller than $q_I$, the number of item types, then the portion of items not matching any representative will be cast aside. Subsequently, users are recommended items from the clusters corresponding to liked types.
The number of items participating in the partitioning process is chosen so that there will be enough items to be recommended to each user by the horizon $T$. There is a tradeoff between the cost of partitioning (the number of uncertain recommendations made to do the partitioning) and the cost of learning the item types. The choice of fraction of item space to be explored by all users is chosen by as the optimal point in the tradeoff to minimize regret as a function of the horizon $T$, the number of item types $q_I$ and the total number of users $N$.

**Theorem 7.5.** Consider the item-structure model with $q_I = N^\beta$ item types. There are numerical constants $c_1, c_2, c_3, c_4$ and $c_5$ such that provided $N > N_0(\beta)$ Algorithm 9.1 obtains regret per user at time $T$ upper bounded as

$$\text{regret}(T) \leq c_1 + c_2 \begin{cases} \sqrt{\frac{q_I \log N}{N} T \log T}, & \text{if } c_3 \frac{N}{q_I \log N} < T \log T < c_4 \frac{q_I N}{\log N} \\ \frac{\log N}{N} T \log T, & \text{if } c_4 \frac{q_I N}{\log N} \leq T \log T. \end{cases}$$

**Theorem 7.6.** In the item-structure model with $q_I = N^\beta$, there exist numerical constants $c_1, c_2, c_3$ and $c_4$ (possibly function of $\beta$) such that any recommendation algorithm must incur regret

$$\text{regret}(T) > \begin{cases} c_1 \sqrt{Tq_I \log q_I}, & \text{if } T < c_4 \frac{q_I N}{\log q_I} \\ c_2 T \frac{\log q_I}{N}, & \text{if } c_4 \frac{q_I N}{\log q_I} < T \end{cases}$$

The proof idea is based on two observations: The algorithms working based on structure in item space do not suffer from the cold-start time. Even in very short time horizon, they can guarantee nontrivial bounds on regret. In particular, the optimal algorithm proposed here, suffers from a constant value of regret for an initial period. Note that increasing the number of users, does not increase the upper bound on regret in this initial phase, but it increases the length of this phase. This implies that increasing the number of users makes recommending valuable items easier. This is the phenomena observed as time grows in the algorithm.
Hybrid collaborative filtering algorithm. A few previous works has been done to address the simultaneous utilization of item and user space in CF algorithm [69, 66]. But to the best of our knowledge, there has not been any proof of optimality of any algorithm based on the joint structure before.

Our proposed algorithm based on joint model is very similar to the item-item algorithm. It starts off by learning some carefully chosen number of item types, \( \ell \). For large \( T \) (long horizon) in which \( \ell \) is large, after some time, the structure in user space becomes available for free. At that point the algorithm partition users in groups. This makes learning new item types much cheaper for the algorithm. At the exploitation phase, the algorithm recommends an item to a user if that user or someone with the same type has liked that item or some item with the same type before.

**Theorem 7.7.** Given numerical constants \( c_1, c_2, c_3, C_1 \) and \( C_2 \), Algorithm 10.1 obtains regret per user at time \( T \) upper bounded as

\[
\text{regret}(T) \leq C_1 + C_2 \begin{cases} 
\log T, & \text{if } T \leq c_1 \frac{(\log T)^2 N}{q_I \log N} \\
\sqrt{q_I \log N} T, & \text{if } c_1 \frac{(\log T)^2 N}{q_I \log N} \leq T \leq c_2 \frac{N \log N}{q_I} \\
\log N (1 - \frac{q_I}{N}) + \sqrt{\frac{q_U q_I \log N}{N}} T, & \text{if } c_2 \frac{N \log N}{q_I} \leq T \leq c_3 \frac{q_I q_U}{q_I \log N} \\
\log N + \frac{q_U}{N} (q_I - \log N) + \frac{q_I \log N}{N} T, & \text{if } c_3 \frac{q_I q_U}{q_I \log N} \leq T.
\end{cases}
\]

The strategy for finding a lower bound for regret in the joint model is based on first, characterizing the recommendations whose outcome are uncertain. Then we carefully use a counting strategy in addition to some statistical tools to find a lower bound on the total number of uncertain recommendations.

**Theorem 7.8.** In the joint structure model, given \( N > 3q_U \log(2q_U) \), there are numerical constants \( c_1, c_2, c_3 \) and \( C \) such that any recommendation algorithm must incur
regret

\[
\text{regret}(T) \geq -1 + C \begin{cases} 
\sqrt{\frac{Tq_I}{N}}, & \text{if } T \leq c_1 \frac{N(\log q_U)^2}{q_I} \\
\sqrt{\frac{Tq_I q_U}{N}}, & \text{if } c_1 \frac{N(\log q_U)^2}{q_I} \leq T \leq c_2 \frac{q_I q_U}{(\log q_U)^2} \\
T \frac{\log q_I}{N}, & \text{if } c_2 \frac{q_I q_U}{(\log q_U)^2} \leq T .
\end{cases}
\]
Chapter 8

User-user algorithm

This chapter focuses on exploiting the structure in user space in collaborative filtering. First, version of user-user algorithm is introduced and analyzed in Section 8.1. Later on, in Section 8.2, it is proved that the proposed algorithm is almost information-theoretically optimal in the setup based on user structure only, introduced in Definition 7.1.

8.1 User-user upper bound

In this section, we propose a version of user-user CF based on the latent variable model introduced in Section 7.2. To recover the structure in user space, the algorithm recommends random items to all users. Then the users are partitioned based on the similarity of their ratings. From then on, the effort of exploring new items is shared by the users who are in the same partition.

8.1.1 Algorithm

We propose the following algorithm (see Algorithm 8.1). In Step 1, random items are recommended to all of the users. The ratings of these items are used to construct a partition over the users. This operation recovers the user types correctly with high probability. In Step 2, users are recommended new random items until there is an
item that is liked. If the partition accurately describes the type, then this item is also liked by everyone in the partition. The liked item is then recommended to all other users in the same partition (exploitation). Step 2 (find and recommend items) is repeated indefinitely.

```
Algorithm 8.1 User-User(T, q_U, N)

Step 1: partition users
1: ε ← \frac{1}{2N}, r ← \lceil 2 \log(\frac{q_U}{\epsilon}) \rceil
2: for t = 1, \ldots, r do
3: Pick random item i
4: a_{u,t} ← i, \forall u \in [N]
5: Partition users into fewest possible groups such that each group agrees on all items. Let \hat{\tau}_U(u) ∈ [q_U] be the label of user u’s partition.
6: \mathcal{P}_k = \{u ∈ [N] : \hat{\tau}_U(u) = k\}, \forall k ∈ [q_U]

Step 2: find and recommend items
7: \mathcal{S}_k ← \emptyset, \forall k ∈ [q_U]
8: for r < t ≤ T do
9: for u ∈ [N] do
10: if \mathcal{S}_{\hat{\tau}_U(u)} \setminus \{a_{u,1}, \ldots, a_{u,t-1}\} \neq \emptyset (i.e., u has not rated all of \mathcal{S}_{\hat{\tau}_U(u)}) then
11: a_{u,t} ← an unrated item in \mathcal{S}_{\hat{\tau}_U(u)} (exploit)
12: else
13: a_{u,t} ← random item not rated by any user in \mathcal{P}_{\hat{\tau}_U(u)} (explore)
14: if L_{u,a_{u,t}} = +1 then
15: \mathcal{S}_{\hat{\tau}_U(u)} ← \mathcal{S}_{\hat{\tau}_U(u)} \cup \{a_{u,t}\}
```

There are a few remarks regarding the algorithm:

- All the users with the same type rate all items similarly. Hence, users of the same type are always in the same group after the partitioning. In contrast, two or more user types might rate items in Step 1 of the algorithm similarly. This causes error in the partitioning as users of two distinct user types fall into a single group.

- The above remark implies that the total number of user groups in the partitioning is no more than q_U.

- The labeling of user groups in partitioning is unimportant in the implementation of the algorithm and it can be different from the type of users.
In step 2 of the algorithm, the sets of items $S_k$’s at each time contain the items exploitable by users in the $k$’s group of users in the partition. The algorithm expects that all users in $k$-th group are going to like items in $S_k$.

**Theorem 8.1.** Consider the model introduced in Section 7.2 with $N$ users, $q_U$ user types and $q_I > 6 \log N q_U^2$, item types. Let $r = \lceil 2 \log (q_U^2/\epsilon) \rceil$ with $\epsilon = 1/(2N)$. Then Algorithm 8.1 achieves regret

$$\text{regret}(T) \leq \begin{cases} \frac{1}{2} T, & \text{if } T \leq r \\ \frac{1}{2} r + \frac{q_U + 1}{N} T + 1, & \text{if } T > r. \end{cases}$$

The above theorem states that up until time $r$, algorithm is making meaningless recommendations. After that, the algorithm achieves the asymptotic slope performance for which on average, $q_U$ recommendations out of $N$ are random.

We first bound the probability that the partition created by the algorithm is correct.

**Lemma 8.2.** Let $B_{uv} = \{1_{\tau_U(u) = \tau_U(v)} = 1_{\tau_U(u) = \tau_U(v)}\}$ be the event that users $u$ and $v$ are partitioned correctly in Step 1 of Algorithm User-User. If $q_I > 6 \log q_U^2/\epsilon$, then $P[B_{uv}] \leq 2\epsilon/q_U^2$. It follows that if $B = \bigcap B_{uv}$ is the event that all users are partitioned correctly, then $P[B^c] \leq 2\epsilon$.

**Proof.** If $q_I > 6 \log q_U^2/\epsilon$, then using Lemma A.4 with probability at least $1 - \exp(-\log q_U^2/\epsilon) \geq 1 - \epsilon/q_U^2$ there are $\log q_U^2/\epsilon$ items with distinct types among the $r$ items rated by each user. Two user types $k \neq k'$ rate $s$ independently chosen items of distinct types in the same way with probability $2^{-s}$. Plugging in $s \geq \log q_U^2/\epsilon$ and the above statement give the first statement of lemma. The second statement in the lemma follows by the union bound. 

**Proof of Theorem 8.1.** For $t \leq r$, the algorithm is recommending random independent items to all users, so for these times $P[L_{u,a,u,t} = -1] = 1/2$. Hence for $T \leq r$,

$$\mathbb{E} \left[ \sum_{t=1}^{T} \frac{1}{N} \sum_{u=1}^{N} 1[L_{u,a,u,t} = -1] \right] = \sum_{t=1}^{T} \frac{1}{N} \sum_{u=1}^{N} P[L_{u,a,u,t} = -1] = \sum_{t=1}^{T} \frac{1}{2} = \frac{T}{2}. \quad (8.1)$$
At \( t \geq r \), by Lemma 8.2, the partitioning step recovers the user types correctly with probability \( P[B] \geq 1 - \epsilon \). On event \( B \), since items in \( S_{\hat{\tau}_U(u)} \) are liked by users of the same type as \( u \) and hence also by \( u \),

\[
E \left[ \sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in S_{\hat{\tau}_U(u)}] \right] = 0.
\]

Because there are \( TN \) terms in the sum and \( P[B^c] \leq 2\epsilon \), it follows by law of total probability that

\[
E \left[ \sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in S_{\hat{\tau}_U(u)}] \right] \leq 2TN\epsilon. \tag{8.2}
\]

Now, for \( t > r \) if \( a_{u,t} \notin S_{\hat{\tau}_U(u)} \), then \( a_{u,t} \) is an independent new random item (and in particular has uniformly random type \( \tau_I(a_{u,t}) \)). Hence,

\[
P[L_{u,a_{u,t}} = -1|a_{u,t} \notin S_{\hat{\tau}_U(u)}] = P[L_{u,a_{u,t}} = +1|a_{u,t} \notin S_{\hat{\tau}_U(u)}] = \frac{1}{2}.
\]

This means that it suffices to bound the contribution from the case \( L_{u,a_{u,t}} = +1 \), as expressed in the following claim:

**Claim 8.3.** The number of liked ‘explore’ recommendations at \( t > r \) can be bounded as

\[
\sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = +1, a_{u,t} \notin S_{\hat{\tau}_U(u)}] \leq Tq_U + N.
\]

**Proof.** For user partition \( k \) and time \( t \), define \( S_k^t \) to be the set of items denoted by \( S_k \) in the algorithm at time \( t \), after making the set of time \( t \) recommendations.

An item is added to \( S_k \) precisely on the event \( \{t > r, \hat{\tau}_U(u) = k, L_{u,a_{u,t}} = +1, a_{u,t} \notin S_{\hat{\tau}_U(u)}\} \). Thus

\[
\sum_{t=r+1}^{T} \sum_{u: \hat{\tau}_U(u) = k} 1[L_{u,a_{u,t}} = +1, a_{u,t} \notin S_{\hat{\tau}_U(u)}] = |S_k^T|. \tag{8.3}
\]
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Now, the number of items added to $S_k$ at time $t$ is

$$|S_{k,t}|-|S_{k,t-1}| = \sum_{u: \hat{\mathcal{T}}(u) = k} 1[L_{u,a_{u,t}} = +1, a_{u,t} \notin S_{\hat{\mathcal{T}}(u)}] \leq \sum_{u: \hat{\mathcal{T}}(u) = k} 1[a_{u,t} \notin S_{\hat{\mathcal{T}}(u)}].$$

If $|S_{k,t-1}^t| \geq t$, then $S_{k,t-1}^t \setminus \{a_{u_1, \ldots, a_{u,t-1}}\} \neq \emptyset$. The exploration event $\{a_{u,t} \notin S_{\hat{\mathcal{T}}(u)}\}$ happens only if there are no items left to exploit, i.e., $S_{k,t-1}^t \setminus \{a_{u_1, \ldots, a_{u,t-1}}\} = \emptyset$. Hence,

$$|S_{k,t}^t| - |S_{k,t-1}^t| \leq \sum_{u: \hat{\mathcal{T}}(u) = k} 1[a_{u,t} \notin S_{\hat{\mathcal{T}}(u)}] \begin{cases} = 0, & \text{if } |S_{k,t-1}^t| \geq t \\ \leq |\mathcal{P}_k|, & \text{if } |S_{k,t-1}^t| < t. \end{cases} \quad (8.4)$$

The bound $|\mathcal{P}_k|$ comes from the fact that each user in the partition is recommended one item in a given time-step. So, at most $|\mathcal{P}_k|$ users explore new items at a given time step.

Let $t^* = \max\{t : r \leq t \leq T, |S_k^t| < t\}$. Note that the set over which we take the maximum is nonempty since $|S_k^t| = 0$. By definition of $t^*$, $|S_k^{t^*}| < t^* \leq T$. By (8.4), $|S_k^{t^*+1}| - |S_k^{t^*}|$ may be nonzero (and bounded by $|\mathcal{P}_k|$), but $|S_k^{t+1}| - |S_k^t| = 0$ for $t^* < t < T - 1$, since using the definition of $t^*$, for $t > t^*$ we have $|S_k^t| \geq t$. Thus

$$|S_k^{t^*}| = |S_k^T| + \sum_{t=t^*}^{T-1} (|S_k^{t+1}| - |S_k^t|) \leq T + |\mathcal{P}_k|.$$

Summing this inequality over the (at most) $q_U$ partition indices proves the claim. □

We can now complete the proof of Theorem 8.1. By the preceding claim and (8.2) we get the bound

$$\mathbb{E} \left[ \sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = -1] \right] = \mathbb{E} \left[ \sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = -1, a_{u,t} \notin S_{\hat{\mathcal{T}}(u)}] \right]$$

$$+ \mathbb{E} \left[ \sum_{t=r+1}^{T} \sum_{u \in [N]} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in S_{\hat{\mathcal{T}}(u)}] \right]$$

$$\leq q_U T + N + 2TN\epsilon \leq q_U T + N + T,$$
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where in the last step we used the choice $\epsilon = 1/N$. For $T > r$, we can now bound the regret by combining (8.1) with the previous display:

$$
\text{regret}(T) = \mathbb{E} \left[ \sum_{t=1}^{r} \frac{1}{N} \sum_{u=1}^{N} 1[L_{u,t} = -1] \right] + \mathbb{E} \left[ \sum_{t=r+1}^{T} \frac{1}{N} \sum_{u=1}^{N} 1[L_{u,a_t,t} = -1] \right] 
\leq \frac{1}{2} r + \frac{q_U + 1}{N} T + 1. \square
$$

8.2 User-structure only: lower bound

8.2.1 Proof strategy

The high level idea in providing a lower bound for the regret of any online recommendation system based on the user-user model emerges from two main observations:

- A good estimate of user types is necessary to make meaningful recommendations:

We show this necessity by using the concept of $(t, \epsilon)$-column regularity as in Definition 8.5. With proper choice of $t$ and $\epsilon$, the preference matrix is column regular with high probability. This implies that for any subset of $t$ items, user types are behaving almost uniformly and independently at random (within a factor of $\epsilon$ deviation). Using this property, we show that if one knows the preference of a given user for $t - 1$ items, the preference of that given user for the $t$-th item is almost independent and uniformly distributed on $\{-1, +1\}$.

Knowing the preference of a user for $t - 1$ items corresponds to having a set of candidate user types as its type. If $t$ is small, this set is large (Imagine, if a user has rated only one item, even given the preference matrix, there are almost $q_U/2$ candidate user types for this user). If the cardinality of the candidate user types is large (meaning that a good estimation of user type is not available), the $(t, \epsilon)$ column regularity ensures that a good prediction of the preference of user for a new item is impossible (even if the preference matrix is given to the algorithm).

It is shown that it takes no less than $\log q_U$ recommendation to learn the user
types. This matches the information theoretic bound in source coding problem in which a random variable (user type of a user) with equiprobable distribution on $q_U$ values requires at least $\log q_U$ binary integer valued code.

- **Knowing user types, to know the preference of a user for an item, the preference of that user type for the item item should be learned:** In contrast, if the algorithm is given the user types of all users, still the preference of each user type for a specific new item should be learned to predict the preference of users for new items. This task is easily done by recommending a specific item to one user from a given user type. The rating of that (representative user) for that item would be the same as the preference of all other users of the same type for that item.

### 8.2.2 Lower bound theorem statement

**Theorem 8.4.** Let $\delta > 0$ and define $r = \lfloor \log q_U - \log \left( 6 \log q_U \log \frac{2N \log q_U}{\delta} \right) \rfloor$. In the user structure model with $N$ users and $q_U$ user types, any recommendation algorithm must incur regret

$$
\text{regret}(T) \geq \max \left\{ \frac{q_U T}{2N}, \frac{1-\delta}{2} \left[ T - (T-r)_+ \right] - 4 \right\}.
$$

We separately prove the two lower bounds in the maximum, starting with the second. The following lemma enforces a certain regularity property in submatrices of the preference matrix.

**Definition 8.5** ($(t, \epsilon)$-column regularity). Let $A \in \{-1, +1\}^{m \times n}$. For ordered tuple of distinct (column) indices $w = (i_1, \ldots, i_t) \in [n]^t$, let $M = (A_{i_i})_{i_i \in w} \in \{-1, +1\}^{m \times t}$ be the matrix formed by concatenating columns of $A$ indexed by $w$. For given row vector $b \in \{-1, +1\}^t$, let $K_{b,w}(A) \subseteq [m]$ be the set of rows in $M = (A_{i_i})_{i_i \in w}$ which are identical to the row $b$. The cardinality of $K_{b,w}(A)$ is denoted by $k_{b,w}(A)$. $A$ is said
to be \((t, \epsilon)\)-column regular if

\[
\max_{w,b} \left| k_{b,w}(A) - \frac{m}{2^t} \right| \leq \frac{\epsilon m}{2^t},
\]

where the maximum is over tuples \(w\) of \(t\) columns and \(\pm 1\) vectors \(b\) of size \(t\).

We define \(\Omega_{t, \epsilon}\) to be the set of \((t, \epsilon)\)-column regular matrices.

**Claim 8.6.** If a matrix \(A \in \{-1, +1\}^{m \times n}\) is \((t, \epsilon)\)-column regular, then it is also \((s, \epsilon)\)-column regular for all \(s < t\).

**Proof.** Suppose that \(A\) is \((t, \epsilon)\)-column regular. By induction it suffices to show that \(A\) is \((t-1, \epsilon)\)-column regular. We will check that \((1 - \epsilon) \frac{m}{2^t} \leq k_{b,w}(A) \leq (1 + \epsilon) \frac{m}{2^t}\) for all size \(t-1\) tuples \(w\) and vectors \(b\). For any given \(w \in [n]^{t-1}\) and \(b \in \{-1, +1\}^{t-1}\), let \(b^+ = [b 1] \in \{-1, +1\}^t\) be obtained from \(b\) by appending \(+1\). Similarly \(b^-\) is obtained from \(b\) by appending \(-1\). If \(w' = (w, i) \in [n]^t\) for any \(i \notin w\), then \(K_{b,w} = K_{b^+,w'} \cup K_{b^-,w'} \cup K_{b^-,w} = \emptyset\), so \(k_{b,w} = k_{b^+,w'} + k_{b^-,w}\). Since \(A\) is \((t, \epsilon)\)-column regular, \((1 - \epsilon) \frac{m}{2^t} \leq k_{b^+,w'}, k_{b^-,w'} \leq (1 + \epsilon) \frac{m}{2^t}\), hence \((1 - \epsilon) \frac{m}{2^t-1} \leq k_{b,w} \leq (1 + \epsilon) \frac{m}{2^t}\). \(\square\)

**Lemma 8.7.** Let matrix \(A \in \{-1, +1\}^{m \times n}\) have i.i.d. \(\text{Bern}(1/2)\) entries. Then \(A\) is \((t, \epsilon)\)-column regular with probability at least

\[
1 - 2(2n)^t \max \left\{ \exp \left( -\frac{\epsilon^2 m}{3 \cdot 2^t} \right), \exp \left( -\frac{\epsilon m}{2 \cdot 2^t} \right) \right\}.
\]

**Proof.** Note that for given column tuple \(w\) and row vector \(b\), the expected number of times the row vector \(b\) appears is \(\frac{m}{2^t}\). Using a Chernoff bound (Lemma A.3),

\[
P \left[ \left| k_{b,w}(A) - \frac{m}{2^t} \right| \geq \frac{\epsilon m}{2^t} \right] \leq 2 \max \left\{ \exp \left( -\frac{\epsilon^2 m}{3 \cdot 2^t} \right), \exp \left( -\frac{\epsilon m}{2 \cdot 2^t} \right) \right\}.
\]

There are no more than \(n^t\) possible choices of column tuple \(w\), and \(2^t\) possible choices of row vector \(b\); the union bound yields the proof. \(\square\)

**Lemma 8.8.** Let \(\delta > 0\) and define \(r = \left\lceil \log \frac{q_0}{6 \log q_0 / \log \left( \frac{2^r \log q_0}{\delta} \right)} \right\rceil\). For any \(T \leq r\), the
regret is lower bounded by

\[ \text{regret}(T) \geq \left( \frac{1}{2} - \delta \right) T - 4. \]

**Proof.** The approach of the proof is to show that for preference matrices satisfying column regularity, at any time \( t \leq r \), most users have probability roughly half of liking any given item given the feedback obtained thus far, even if the type matrix is known.

At time \( t \), suppose that \( n \) items in total have been sampled by the algorithm \((n \leq Nt\) since each of the \( N \) users can rate one item per time-step). We label the set of items to be \([n] = \{1, \ldots, n\} \) since *a priori* the items are identical. Let \( A \) be the \( q_U \times n \) matrix indicating the preference of each user type for these \( n \) items. Each item \( i \) has type \( \tau_I(i) \sim \text{Unif}([2^q]) \) and because the set of columns of the type matrix \( \Xi \) is precisely \([-1, +1]^{q_U} \), the columns of \( A \) are independent and uniformly distributed in \([-1, +1]^{q_U}\).

We now focus on a particular user \( u \). Let \( w = \{a_{u,s}\}_{s \in [t-1]} \) be the items recommended to user \( u \) up to time \( t-1 \), and let \( b = (L_{u,a_{u,s}})_{s \in [t-1]} \) be the vector of feedback from user \( u \) for these items. We claim that conditional on the matrix \( A \), vector \( b \) and \( w \), the type \( \tau_U(u) \) of user \( u \) at the end of time instant \( t-1 \) is uniformly distributed over the set of user types \( K_{b,w}(A) \) consistent with this data.

Let \( b^+ = [b 1] \in \{-1, +1\}^s \) be obtained from \( b \) by appending \(+1\). \( L_{u,a_{u,t}} = +1 \) precisely when \( \tau_U(u) \in K_{b^+,\{w,a_{u,t}\}}(A) \), which in words reads “user \( u \) is among those types that are consistent with first \( t-1 \) ratings of \( u \) and have preference vector with ‘+1’ for item recommended to \( u \) at time \( t \)”. It follows that for any matrix \( A \) corresponding to items \([n] \),

\[
\mathbb{P}[L_{u,a_{u,t}} = +1|H_{t-1}, A] = \mathbb{P}[\tau_U(u) \in K_{b^+,\{w,a_{u,t}\}}(A)|H_{t-1}, A] = \frac{k_{b^+,\{w,a_{u,t}\}}(A)}{k_{b,w}(A)}.
\]

The second equality is due to: i) \( w, b, \) and \( a_{u,t} \) are functions of \( H_{t-1} \); ii) for fixed
and \( b \) the set \( K_{b,w}(A) \) is determined by \( A \); iii) \( \tau_U(u) \) is uniformly distributed on \( K_{b,w}(A) \).

Recall that we define \( \Omega_{t,\epsilon} \) to be the set of \((t, \epsilon)\)-column regular matrices. It now follows by tower property of conditional expectation that

\[
\mathbb{P}[L_{u,a,u,t} = +1 | A \in \Omega_{t,\epsilon}] = \mathbb{E}\left[ \mathbb{P}[L_{a,a,u,t} = +1 | A, H_{t-1}] | A \in \Omega_{t,\epsilon} \right]
\]

\[
= \mathbb{E}\left[ \frac{k_{b,w}(A)}{k_{b,w}(A)} | A \in \Omega_{t,\epsilon} \right]
\]

\[
= \frac{1}{2} (1 + \epsilon) \leq \frac{1}{2} (1 + 4\epsilon) .
\]

The last two inequalities are justified as follows: if \( A \in \Omega_{t,\epsilon} \) then by Claim 8.6, \( A \in \Omega_{t-1,\epsilon} \). By Definition 8.5, this means that \( k_{b,w}(A) \geq (1 - \epsilon)m/2^{t-1} \) and \( k_{b+\{w,i\}}(A) \leq (1 + \epsilon)m/2^t \). We pick \( \epsilon < 1/2 \) to get the last inequality.

Fix \( \delta > 0 \) and \( \epsilon = \sqrt{\frac{3}{q_U} 2^t \log \left( \frac{(2N \log q_U)^t}{\delta} \right)} \).

Lemma 8.7 shows that at time \( t \leq r \), \( A \in \Omega_{t,\epsilon} \) for this choice of \( \epsilon \), with probability at least \( 1 - \delta \). We get the bound

\[
\mathbb{P}[L_{u,a,u,t} = +1] \leq \mathbb{P}[L_{u,a,u,t} = +1, A \in \Omega_{t,\epsilon}] + \mathbb{P}[A \notin \Omega_{t,\epsilon}] \leq \frac{1}{2} (1 + 4\epsilon) + \delta .
\]

From the last display it follows that for \( T \leq r \),

\[
\text{regret}(T) = \frac{1}{N} \sum_{t \in [T], a \in [N]} \mathbb{P}[L_{a,a,u,t} = -1]
\]

\[
\geq \left( \frac{1}{2} - \delta \right) T - \sum_{t \in [T]} 2 \sqrt{\frac{3}{q_U} 2^t \log \left( \frac{(2N \log q_U)^t}{\delta} \right)}
\]

\[
\geq \left( \frac{1}{2} - \delta \right) T - 4 \sqrt{\frac{3}{q_U} 2^{T+1} \log \left( \frac{(2N \log q_U)^t \log q_U}{\delta} \right)}
\]

\[
\geq \left( \frac{1}{2} - \delta \right) T - 4 . \square
\]

**Lemma 8.9.** For any \( T \), \( \text{regret}(T) \geq \frac{q_U}{2N} T \).
Proof. Let $\mathcal{B}_{\tau_U(u),i}$ be the event that some user of same type $\tau_U(u)$ as $u$ has rated item $i$ by time $t - 1$.

$$
\mathcal{B}_{\tau_U(u),i} = \{ \exists v \in [N], s \in [t - 1] : \tau_U(v) = \tau_U(u), a_{v,s} = i \}.
$$

Claim 8.10. If no user with the same type as $u$ has rated item $i$ by time $t - 1$, the probability that user $u$ likes item $i$ conditional on history is $1/2$:

$$
P(L_{u,i} = -1 | (\mathcal{B}_{\tau_U(u),i})^c, H_{t-1}) = \frac{1}{2}.
$$

Proof. Let $\tau_U(\cdot)$ be the sequence of user types for all users. Let $A$ be the matrix of size $q_U \times n$ for $n < Nt$ of the ratings of all user types for all the $n$ items observed by time $t$. Let $A_{\backslash \{k,i\}}$ denote the set of elements if matrix $A$ except the preference of user type $k$ for item $i$.

We first show that conditional on $\tau_U(\cdot), A_{\backslash \{k,i\}}$ and $(\mathcal{B}_{\tau_U(u),i})^c$, the random variables $L_{u,i}$ is statistically independent of $H_{t-1}$ (for the history in which $(\mathcal{B}_{\tau_U(u),i})^c$ holds as we are conditioning on this):

$$
L_{u,i} \independent H_{t-1} | \tau_U(\cdot), A_{\backslash \{\tau_U(u),i\}}, (\mathcal{B}_{\tau_U(u),i})^c.
$$

To see this, note that given $\tau_U(\cdot)$, we have $L_{u,i} = A_{\tau_U(u),i}$. Also, $H_{t-1} = \{ a_{u',s}, L_{u',a_{u',s}}, u' \in [N], s < t \}$ such that for all $u'$ with $\tau_U(u') = \tau_U(u)$, we know that $a_{u,s} \neq i$ under the event $(\mathcal{B}_{\tau_U(u),i})^c$. Hence, $\{ L_{u',a_{u',s}}, u' \in [N], s < t \}$ is a deterministic function of $\tau_U(\cdot), A_{\backslash \{\tau_U(u),i\}}$. According to the model, for any $s$, given $H_{s-1}$ the recommendation $a_{u',s}$ is a deterministic function of an independent random variable $\zeta_{u',s}$. Hence, using induction, on the event $(\mathcal{B}_{\tau_U(u),i})^c$, given $\tau_U(\cdot), A_{\backslash \{\tau_U(u),i\}}$, the history $H_{t-1}$ is independent of everything else.

The lemma will be proved by lower bounding the number of items recommended with such a large error probability. Using this and the fact that $a_{u,t}$ is independent
of all other variables given $H_{t-1}$,
\[
\mathbb{P}[L_{u,i} = -1, a_{u,t} = i, (B^t_{\tau_U(u),i})^c|H_{t-1}] = \mathbb{P}[L_{u,i} = -1|(B^t_{\tau_U(u),i})^c, H_{t-1}] = \frac{1}{2}, \tag{8.5}
\]
multiplying both sides by $\mathbb{P}[a_{u,t} = i, (B^t_{\tau_U(u),i})^c|H_{t-1}]$ and summing over $i$ gives
\[
\mathbb{P}[L_{u,a_{u,t}} = -1, (B^t_{\tau_U(u),a_{u,t}})^c] = \frac{1}{2}\mathbb{P}[(B^t_{\tau_U(u),a_{u,t}})^c]. \tag{8.6}
\]

Claim 8.11. The total number of times a new item is recommended to any user type by time $T$ is at least $q_U T$:
\[
\sum_{t=1}^{T} \sum_{u=1}^{N} 1[(B^t_{\tau_U(u),a_{u,t}})^c] \geq q_U T.
\]

Proof. At the end of time-step $T$ each user has been recommended $T$ items, hence each user type has been recommended at least $T$ items. There are $q_U$ number of user types, so the total number of times an item is recommended to a user type for the first time is at least $q_U T$. \hfill \Box

Combining inequalities gives the bound
\[
N[T - \text{regret}(T)] = \mathbb{E} \sum_{t \in [T], u \in [N]} 1[L_{u,a_{u,t}} = +1] \\
= \mathbb{E} \sum_{t \in [T], u \in [N]} \mathbb{P}[L_{u,a_{u,t}} = +1, B^t_{\tau_U(u),a_{u,t}}|H_{t-1}] \\
+ \mathbb{E} \sum_{t \in [T], u \in [N]} \mathbb{P}[L_{u,a_{u,t}} = +1, (B^t_{\tau_U(u),a_{u,t}})^c|H_{t-1}] \\
\leq \mathbb{E} \sum_{t \in [T], u \in [N]} \mathbb{P}[B^t_{\tau_U(u),a_{u,t}}|H_{t-1}] + \frac{1}{2}\mathbb{P}[(B^t_{\tau_U(u),a_{u,t}})^c|H_{t-1}] \\
= NT - \frac{1}{2}\mathbb{E} \sum_{t \in [T], u \in [N]} \mathbb{P}[(B^t_{\tau_U(u),a_{u,t}})^c|H_{t-1}] \overset{\text{Claim 8.11}}{\leq} NT - \frac{q_U}{2} NT.
\]

Hence, $\text{regret}(T) \geq \frac{q_U}{2N} T$ for all $T$. \hfill \Box
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Chapter 9

Item-item algorithm

This chapter focuses on exploiting the structure in item space in collaborative filtering. First, a version of item-item algorithm tailored to the model described in Section 7.2 in proposed. Later, it is proved that the performance of the proposed algorithm is almost information theoretically optimal in the setup based on item-structure only (as introduced in Definition 7.2) when $q_I = N^\alpha$ for some $0 < \alpha < 1$.

9.1 Item-item upper bound

9.1.1 Algorithm

The high-level description of the algorithm is as follows (see Algorithm 9.1). First, items are partitioned according to type; next, each user’s preference for each item type is determined; finally, items from liked partitions are recommended. These steps are next described in a bit more detail.

Two sets $\mathcal{M}_1$ and $\mathcal{M}_2$ each consisting of $M$ random items are selected. In the exploration step, each item is recommended to $r = \lceil 2\log(q_I/\epsilon) \rceil$ random users. The feedback from these recommendations later helps to partition the items according to type. The parameter $r$ is chosen large enough to guarantee small probability of error in partitioning ($\leq \epsilon$ for each item).

An item from each of $\ell$ explored types is recommended to all users, where $\ell$ is a
parameter determined by the algorithm. It turns out that it is often beneficial to learn user preferences for only a subset of the types, in which case \( \ell \) is strictly less than \( q_I \). Each of the \( \ell \) items chosen from \( \mathcal{M}_1 \) is thought of as a representative of its type. For each representative item \( i_j \), all items in \( \mathcal{M}_1 \) that appear to be of the same type as \( i_j \) are stored in a set \( \tilde{S}_j \) and removed from \( \mathcal{M}_1 \). The same is done for \( \mathcal{M}_2 \). This guarantees that at each time \( \mathcal{M}_1 \) does not contain items with the same type as any of previously studied representative items. Hence, new representative items are of distinct item types as previous ones.

For each user \( u \), items in groups with liked representative are added to a set of exploitable items \( \mathcal{R}_u \). Finally, in the exploitation phase, each user is recommended items from \( \mathcal{R}_u \) (exploitable items for user \( u \)). Parameter \( M \) is chosen to make sure there are enough exploitable items in \( \mathcal{R}_u \) for all users by time \( T \). Parameter \( \ell \) is chosen to minimize regret for the given horizon \( T \).

The algorithm uses some notation, which we define next. For an item \( i \) and time \( t > 0 \), \( \text{rated}_t(i) = \{ u \in [N] : a_{u,s} = i \text{ for some } s < t \} \) is the set of users that have rated the item \( i \) before time \( t \). We use the notation \( \text{rated}(i) \) in the algorithm for \( \text{rated}_t(i) \) at the time it is used.

**Theorem 9.1.** Consider the model introduced in Subsection 7.2 with \( q_I \) and \( q_U > 18 \log(3N) \), Algorithm 9.1 obtains regret per user at time \( T \) upper bounded as

\[
\text{regret}(T) < 4 + 57 \max \left\{ \log T, \sqrt{\frac{q_I r}{N} T}, \frac{53 \log N}{N T} \right\}.
\]

### 9.1.2 Performance analysis of the algorithm

**Proof.** The basic error event is misclassification of an item. In Algorithm 9.2, \( S_j \) is the set of items which the algorithm posits are of the same type as the \( j \)th representative \( i_j \). Let \( \mathcal{E}_i \) be the event that item \( i \) was mis-classified,

\[
\mathcal{E}_i = \{ \exists j : i \in S_j, \tau(I(i)) \neq \tau_I(i_j) \}.
\]
Algorithm 9.1 Item-Item($T, q_I, N$) (fixed time horizon)

1: $\ell = \max \left\{ 4, \min \left\{ \left\lceil \max \left\{ 18 \log T, \sqrt{330 \frac{q_I}{N}} \right\} \right\}, q_I \right\}$

2: $\epsilon = \frac{1}{2q_I N}; r = \left\lceil 2 \log \frac{q_I}{\epsilon} \right\rceil; M = \left\lceil \frac{64q_I \ell}{T} \right\rceil$

3: $\mathcal{M}_1 \leftarrow M$ random items; $\mathcal{M}_2 \leftarrow M$ new random items;

4: $\mathcal{R}_u \leftarrow \emptyset, \ u \in [N]$ (items exploitable by user $u$)

5: $\{\mathcal{R}_u\}_{u \in [N]} \leftarrow \text{ItemExplore}(\mathcal{M}_1, \mathcal{M}_2, \ell)$

6: $\text{ItemExploit}(\{\mathcal{R}_u\}_{u \in [N]})$

Algorithm 9.2 ItemExplore($\mathcal{M}_1, \mathcal{M}_2, \ell$)

1: $\mathcal{S}_j \leftarrow \emptyset, \ j \in [q_I]$ (initialize sets of items of type $j$ in $\mathcal{M}_2$)

2: $\mathcal{\tilde{S}}_j \leftarrow \emptyset, \ j \in [q_I]$ (initialize sets of items of type $j$ in $\mathcal{M}_1$)

3: Recommend each item in $\mathcal{M}_1$ and $\mathcal{M}_2$ to $r$ users from $[N]$. (This is done over $\left\lceil (|\mathcal{M}_1| + |\mathcal{M}_2|)r/N \right\rceil \leq 2Mr/N + 1$ time-steps, with extra recommendations being random new items.)

4: Partition items and learn item types (joint exploration)

5: for $j = 1, \cdots, \ell$ if $\mathcal{M}_1 \neq \emptyset$ do

6: $i_j \leftarrow$ a random item in $\mathcal{M}_1$ (representative item)

7: $a_{u,t} \leftarrow i_j$ if $u \notin \text{rated}_t(i_j)$, otherwise a random item not from $\mathcal{M}_1$.

8: $\mathcal{S}_j \leftarrow \{i \in \mathcal{M}_1 : U = \text{rated}(i) \cap \text{rated}(i_j), L_{U,i} = L_{U,i_j}\}$

9: $\mathcal{M}_1 \leftarrow \mathcal{M}_1 \setminus \mathcal{\tilde{S}}_j$

10: $\mathcal{S}_j \leftarrow \{i \in \mathcal{M}_2 : U = \text{rated}(i) \cap \text{rated}(i_j), L_{U,i} = L_{U,i_j}\}$ (users agree on $i$ vs. $i_j$)

11: $\mathcal{M}_2 \leftarrow \mathcal{M}_2 \setminus \mathcal{S}_j$

12: $\mathcal{R}_u = \bigcup_{j \in [\ell]: L_{u,i_j} = +1} \mathcal{S}_j$ for each $u \in [N]$

return $\{\mathcal{R}_u\}_{u \in [N]}$

Algorithm 9.3 ItemExploit($\{\mathcal{R}_u\}_{u \in [N]}$)

1: for remaining $t \leq T$ do

2: for $u \in [N]$ do

3: if there is an item $i \in \mathcal{R}_u$ such that $u \notin \text{rated}_t(i)$ then

4: $a_{u,t} \leftarrow i$

5: else $a_{u,t} \leftarrow$ a random item not yet rated by $u$. 
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The amount of time users spend in the exploration phase is denoted by $T_0$. We partition the set of recommendations made by the algorithm according to 1- whether or not recommendation was in the exploration phase; 2- whether or not the recommended item is in the list of exploitable items $\mathcal{R}_u$; and 3- whether or not the misclassification event $\mathcal{E}_{a_{u,t}}$ occurs for the recommended item:

\[
N_{\text{regret}}(T) = \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=1}^{T_0} 1[L_{u,a_{u,t}} = -1] \right] \\
+ \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \notin \mathcal{R}_u] \right] \\
+ \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, \mathcal{E}_{a_{u,t}}] \right] \\
+ \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, (\mathcal{E}_{a_{u,t}})^c] \right] \\
\] (9.2)

$A1$ is the regret from early time-steps before $T_0$. $A2$ is the regret due to not having enough items available for the exploitation phase, which is proved to be small with high probability for a good choice of $M$. $A3$ is the regret due to exploiting the misclassified items. It is small since few items are misclassified with the proper choice of $\epsilon$ and $r$. $A4$ is the regret due to exploiting the correctly classified items. We will see that $A4 = 0$.

**Bounding A1.** It takes at most $\lceil \frac{2Mr}{N} \rceil$ units of time to rate each item in $\mathcal{M}_1$ and $\mathcal{M}_2$ by $r$ users from $[N]$ (since initially $|\mathcal{M}_1| = |\mathcal{M}_2| = M$). Then, $\ell$ representative items from different item types should be rated by every user which takes $\ell$ units of times. This gives

\[
T_0 \leq \left\lceil \frac{2Mr}{N} \right\rceil + \ell \leq \frac{2Mr}{N} + \ell + 1.
\]

For $t \leq T_0$, the algorithm recommends random items irrespective of feedback to all users. Since each item $i$ has a uniformly distributed type $\tau_I(i)$ and any given user
likes type $j$ with probability half,

$$A_1 = \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0}^{T} 1[L_{u,a_{u,t}} = -1] \right] = \frac{1}{2} \sum_{u=1}^{N} T_0 \leq M r + \frac{1}{2}(\ell + 1)N. \quad (9.3)$$

Here, the last inequality uses the upper bound for $T_0$ given above.

**Bounding $A_2$.** An item $a_{u,t} \notin \mathcal{R}_u$ is recommended to $u$ in exploitation phase of the algorithm ($t > T_0$) only when all items in $\mathcal{R}_u$ have been recommended to this user before. So, the total number of times $a_{u,t} \notin \mathcal{R}_u$ is recommended at time interval $T_0 \leq t \leq T$, is at most $(T - |\mathcal{R}_u|)_+$. To observe that, note that if $|\mathcal{R}_u| \geq T$, then there are enough items in $\mathcal{R}_u$ up until time $T$, in which case $\sum_{t=T_0+1}^{T} 1[a_{u,t} \notin \mathcal{R}_u] = 0$. Alternatively, if $|\mathcal{R}_u| < T$, then the total number of times items in $|\mathcal{R}_u|$ are recommended to $u$ in $t \leq T$, can be as large as $|\mathcal{R}_u|$ which implies that $\sum_{t=T_0+1}^{T} 1[a_{u,t} \notin \mathcal{R}_u] \leq (T - |\mathcal{R}_u|)_+$. Hence,

$$A_2 = \mathbb{E} \left[ \sum_{u \in [N]} \sum_{t=T_0+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \notin \mathcal{R}_u] \right] \leq \mathbb{E} \left[ \sum_{u \in [N]} \sum_{t=T_0+1}^{T} 1[a_{u,t} \notin \mathcal{R}_u] \right] \leq \mathbb{E} \left[ (T - |\mathcal{R}_u|)_+ \right] \leq 3TN \exp(-\ell/18) + 148T \quad (9.4)$$

where the last inequality is from Lemma 9.4.

**Bounding $A_3$.** Term $A_3$ in (9.2) is the expected number of mistakes made by the algorithm as a result of misclassification. Claim 9.2 upper bounds the expected number of “potential misclassifications” (defined in Equation (9.7)) in the algorithm to provide an upper bound for this value:

$$A_3 = \mathbb{E} \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} \sum_{i \in \mathbb{N}} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, \mathcal{E}_{a_{u,t}}] \leq \mathbb{E} \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} \sum_{i \in \mathbb{N}} 1[a_{u,t} \in \mathcal{R}_u, \mathcal{E}_{a_{u,t}}] \overset{\text{claim 9.2}}{\leq} 2NM \epsilon \leq \frac{64T}{\ell}. \quad (9.5)$$
Bounding $A4$. By definition of event $\mathcal{E}_i$ given in Equation (9.1), if an item $i \in S_j$ is correctly classified, then $\tau_I(i) = \tau_I(i_j)$. According to the model introduced in Section 7.2, user preferences for an item depend only on the type of the item (since $L_{u,i} = \xi_{\tau_I(u),\tau_I(i)}$), so all users rate $i$ the same as $i_j$. For an item $i \in R_u$, there is some $j \in [q_I]$ such that $i \in S_j$ and $u$ likes item $i_j$. Hence,

$$\mathbb{P}[L_{u,i} = -1 | i \in R_u, (\mathcal{E}_i)^c] = \mathbb{P}[L_{u,i} = -1 | \exists j: L_{u,i_j} = +1, i \in S_j, \tau_I(i) = \tau_I(i_j)]$$

$$= \mathbb{P}[L_{u,i} = -1 | \xi_{u,\tau_I(i)} = +1] = 0$$

$$\Rightarrow A4 = 0 . \quad (9.6)$$

Combining all the bounds. Plugging in Equation (9.3), (9.4), (9.5) and (9.6) into Equation (9.2) gives

$$N_{\text{regret}}(T) \leq Mr + \frac{1}{2}(\ell + 1)N + 3TN \exp(-\frac{\ell}{18}) + 148T + \frac{64T}{\ell} .$$

Setting $M = \frac{64Tq_I}{\ell}$ gives

$$\text{regret}(T) \overset{(a)}{\leq} \frac{1}{2} + 165 \frac{Tq_Ir}{\ell N} + \frac{1}{2} \ell + 3T \exp(-\ell/18)$$

$$\overset{(b)}{\leq} 4 + 3T \exp(-q_I/18) + 3 \max \{18 \log T, \sqrt{\frac{330q_Ir}{N}T}, \frac{330r}{N}T\}$$

where (a) is derived by $\ell > 4$, (b) is derived choosing the parameter $\ell$ to be

$$\ell = \max \left\{4, \min \left\{ \max \left\{18 \log T, \sqrt{\frac{330q_Ir}{N}T}\right\} , q_I \right\} \right\} .$$

Note that $r = \log(Nq_I^2) \leq 3 \log N$. For $N$ large enough so that $q_I > 18 \log(3N)$, we have $3 \exp(-q_I/18) < 1/N$ and

$$\text{regret}(T) < 4 + 57 \max \left\{ \log T, \sqrt{\frac{3q_Ir}{N}T}, \frac{53 \log N}{N}T \right\} . \quad \square$$

Claim 9.2. The expected number of total number of times a misclassified item is
recommended in the exploitation step is upper bounded as

\[
E \left[ \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} \sum_{i \in \mathbb{N}} 1[a_{u,t} = i, i \in R_u, E_i] \right] \leq N M \epsilon.
\]

**Proof.** Event \( E_i \) (misclassifying item \( i \) by the algorithm) happens if preference of witnesses in classifying item \( i \) is similar to either of previous representative items with a different type. Given matrix \( \Xi \), this event is a function of order of the choosing the representative items and the exact choice of witnesses. Analysis of probability of this event in its generality is not easy. Instead, we will define an event called “potential error event,” \( \bar{E}_{i,U_i} \). We will show that by properly defining \( U_i \), we have \( E_i \subseteq \bar{E}_{i,U_i} \); misclassifying item \( i \) happens only if potential misclassification \( \bar{E}_{i,U_i} \) holds. Hence, an upper bound for \( P[\bar{E}_{i,U_i}] \) (given in Claim 9.3) provides an upper bound for \( P[E_i] \).

For item \( i \in \mathcal{M}_2 \) and subset of users \( U_i \subseteq [N] \), define

\[
\bar{E}_{i,U_i} = \{ \exists j \neq \tau_I(i) : L_{u,i} = \xi_{\tau_I(U),j} \text{, for all } u \in U_i \}
\]

(9.7)

to be the event that the ratings of users in \( U_i \) for item \( i \) agree with a different type. For item \( i \in \mathcal{S}_j \), let \( t \) be the time \( i \) was added to \( \mathcal{S}_j \) in the exploration phase. Let \( U_i = \text{rated}_t(i) \cap \text{rated}_t(i_j) \) be the set of users whose ratings verified that \( i \) and \( i_j \) are of the same type. All users in \( U_i \) agree on \( i \) vs. \( i_j \). Hence, if item \( i \in \mathcal{S}_j \) is misclassified (which implies \( \tau_I(i) \neq \tau_I(i_j) \) using Equation (9.1)), then \( \bar{E}_{i,U_i} \) holds. So, \( E_i \subseteq \bar{E}_{i,U_i} \).

\[
E \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} \sum_{i \in \mathbb{N}} 1[a_{u,t} = i, i \in R_u, E_i] \leq N M \epsilon
\]

\[
= (a) \leq E \sum_{u=1}^{N} \sum_{t=T_0+1}^{T} \sum_{i \in \mathcal{M}_2} 1[a_{u,t} = i, i \in R_u, \bar{E}_{i,U_i}] \leq N M \max_{i \in \mathcal{M}_2} P[\bar{E}_{i,U_i}] \leq 2 N M \epsilon.
\]

(a) holds because for every user \( u \), the set of items \( R_u \) is a subset of \( \mathcal{M}_2 \), also the
containment \( \mathcal{E}_i \subseteq \tilde{\mathcal{E}}_{i,U_i} \); (b) is true since each item \( i \) is recommended at most \( N \) times; (c) is proved in Claim 9.3. Also note that initially \( |\mathcal{M}_2| = M \).

\[ \Box \]

**Claim 9.3.** Consider the event \( \tilde{\mathcal{E}}_{i,U_i} \) defined in (9.7) with the set of users \( U_i \) defined immediately after. Then \( \mathbb{P}[\tilde{\mathcal{E}}_{i,U_i}] \leq 2\epsilon \) for all \( i \in \mathcal{M}_2 \).

**Proof.** Each representative item studied in the exploration subroutine is rated by all users. Each item in \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) is rated by at least \( r \) users. Hence, there are at least \( r \) users who rate both item \( i \in \mathcal{S}_j \) and \( i_j \) independent of feedback. Using Lemma A.4, given \( q_U > 3r \), with probability at least \( 1 - \exp(-r/2) \geq 1 - \epsilon/q_I \) there are \( r/2 \) users with distinct user types in \( U_i \).

A set of \( r/2 \) users with distinct types, chosen independently of the feedback, rate item \( i \) of type \( \tau_I(i) \). Any two item types \( j \neq j' \) have jointly independent user preferences \( (\xi_{u,j})_{u \in [N]}, (\xi_{u,j'})_{u \in [N]} \), so two items of different types are rated in the same way by the \( r/2 \) users of different types with probability at most \( 2^{-r/2} \). The choice \( r \geq 2 \log(q_I/\epsilon) \) and a union bound over item types \( j \) completes the proof. \( \Box \)

**Lemma 9.4.** For user \( u \in [N] \), let \( R_u \) be defined as inline 10 of exploration algorithm.

Then,

\[ \mathbb{P}[|R_u| \leq T] \leq 3 \exp\left(-\frac{\ell}{18}\right) + \frac{148}{N} \]

And,

\[ \mathbb{E}\left[(T - |R_u|)_+\right] \leq 3T \exp\left(-\frac{\ell}{18}\right) + \frac{148}{N} T \]

**Proof.** Roughly speaking, any user \( u \) likes about half of the \( \ell \) item types learned by the algorithm. The total number of items in \( \mathcal{M}_2 \) is \( \frac{64 q_I}{\ell} T \). Hence, there are about \( \frac{64}{\ell} T \) items from each of the item types in \( \mathcal{M}_2 \). So, with high probability \( R_u \) being the items in \( \mathcal{M}_2 \) which user \( u \) is expected to like is more than \( T \).

Making this argument rigorous requires careful reasoning for the following reasons: i) \( R_u \) is the union of \( \mathcal{S}_j \)'s with \( L_{u,i_j} = +1 \). But, for a specific \( j \) such that \( L_{u,i_j} = +1 \), due to misclassification of items, there might be some items of the same type as \( i_j \) which have been misclassified and removed from \( \mathcal{S}_j \) before. ii) The choice of item types learned by the algorithm at each step depends on the number of remaining items in
each item type in $\mathcal{M}_1$. Again, due to the misclassification, this could be different from the actual number of items of each given type. Additionally, the probability of misclassifying an item of a given type depends on the ratings of a user for that item. Hence, the choice of next item type to be learned is not statistically independent of the rating of a given user $u$ for a given item type. The effect of this dependency is addressed carefully in the proof of Claim 9.5.

For $u \in [N]$, we define

$$
\tilde{\mathcal{R}}_u = \{ i \in \mathcal{M}_2 : \tau_I(i) = \tau_I(i_j), \text{ for some } j \in [\ell] \text{ such that } L_{u,i_j} = +1 \} \tag{9.8}
$$

to be the items in $\mathcal{M}_2$ whose types are similar to one of the $i_j$’s which are liked by $u$. If there is no error in the classification of items, $\tilde{\mathcal{R}}_u$ is equal to $\mathcal{R}_u$. It will be easier to bound $\tilde{\mathcal{R}}_u$.

Note that if an item $i \in \tilde{\mathcal{R}}_u$ is correctly classified by the algorithm, then $i \in \mathcal{R}_u$; so $i \in \tilde{\mathcal{R}}_u \setminus \mathcal{R}_u$ implies $\mathcal{E}_i$ (misclassification defined in Equation (9.1)). Hence,

$$
|\mathcal{R}_u| \geq |\tilde{\mathcal{R}}_u| - \sum_{i \in \mathcal{M}_2} 1[\mathcal{E}_i]. \tag{9.9}
$$

Observing immediately after Equation (9.9), $\mathcal{E}_i \subseteq \tilde{\mathcal{E}}_{i,U_i}$. Plugging $1[\mathcal{E}_i] \leq 1[\tilde{\mathcal{E}}_{i,U_i}]$ into Equation (9.9) gives

$$
|\mathcal{R}_u| \geq |\tilde{\mathcal{R}}_u| - \sum_{i \in \mathcal{M}_2} 1[\tilde{\mathcal{E}}_{i,U_i}].
$$

It follows that

$$
P[|\mathcal{R}_u| \leq T] \leq P[|\tilde{\mathcal{R}}_u| - \sum_{i \in \mathcal{M}_2} 1[\tilde{\mathcal{E}}_{i,U_i}] \leq T] \leq P[|\tilde{\mathcal{R}}_u| < \frac{3}{2} T] + P[\sum_{i \in \mathcal{M}_2} 1[\tilde{\mathcal{E}}_{i,U_i}] \geq \frac{T}{2}] \tag{9.10}
$$

and

$$
\mathbb{E} \left[ (T - |\mathcal{R}_u|)_+ \right] \leq \mathbb{E} \left[ (T - |\tilde{\mathcal{R}}_u|)_+ \right] + \mathbb{E} \left[ \sum_{i \in \mathcal{M}_2} 1[\tilde{\mathcal{E}}_{i,U_i}] \right]. \tag{9.11}
$$
We bound the second expectation of Equation (9.11) using Claim 9.3

$$
\mathbb{E}\left[ \sum_{i \in M_2} 1[\xi_{i,\ell}] \right] \leq 2|M_2|\epsilon = \frac{64}{N\ell} T 
$$

(9.12)

and by Markov Inequality for any $s > 0$

$$
P\left[ \sum_{i \in M_2} 1[\xi_{i,\ell}] \geq sT \right] \leq \frac{64}{s\ell N}.
$$

(9.13)

We now bound tail probability of $|\tilde{R}_u|$. Remember $\tilde{R}_u$ is the set of items in $M_2$ with types the same as representatives which are liked by user $u$. Let $\tilde{R}(j)$ be the set of items in $M_2$ whose types are the same as $i_j$:

$$
\tilde{R}(j) = \{i \in M_2 : \tau_I(i) = \tau_I(i_j)\}.
$$

(9.14)

Note that the sets $\tilde{R}(j)$ are mutually exclusive. Let

$$
L^{(\ell)}_u = \{j \in [\ell] : L_{u,i_j} = +1\}
$$

(9.15)

be the set of learned item types in $[\ell]$ which are liked by user $u$. Note that the algorithm guarantees that each representative corresponds to a different item type. Using Equation (9.8),

$$
\tilde{R}_u = \bigcup_{j \in [\ell]} \tilde{R}(j).
$$

Hence,

$$
|\tilde{R}_u| = \sum_{i \in M_2} 1[\tau_I(i) \in L^{(\ell)}_u].
$$

Note that according to the definition of $L^{(\ell)}_u$ given in Equation (9.15), $L^{(\ell)}_u$ is determined by: i) $u$-th row of matrix $\Xi$ (denoted by $\Xi_{u,\cdot}$) which determines whether $L_{u,i_j} = \xi_{\tau_I(u),\tau_I(i_j)} = +1$ or not; ii) the items in $M_1$, their types and some randomness in the algorithm which determines the choice of $i_j$ and $\tau_I(i_j)$. Hence, the set $L^{(\ell)}_u$ is statistically independent of all items $i \in M_2$ and their item types. Hence, conditional
on any given \( \mathcal{L}_u^{(\ell)} \), the types \( \tau_I(i) \) for \( i \in \mathcal{M}_2 \) is independently uniformly distributed on \([q_I]\). So, given \( \mathcal{L}_u^{(\ell)} \) with size \( \ell_u^{(\ell)} = |\mathcal{L}_u^{(\ell)}| \), \(|\tilde{\mathcal{R}}_u|\) is the sum of \(|\mathcal{M}_2|\) i.i.d. binary random variables; it is a Binomial random variable with mean \( M \frac{\ell_u}{q_I} = 64 T \frac{\ell_u}{T} \). Using Chernoff bound given in Lemma A.3, condition on \( \ell_u \geq \frac{T}{30} \):

\[
\Pr \left[ |\tilde{\mathcal{R}}_u| < \frac{3}{2} T \mid \ell_u^{(\ell)} \geq \ell/30 \right] \leq \exp(-T/11).
\]

In Claim 9.5, we will show that \( \ell_u^{(\ell)} > \ell/30 \) with high probability. The above inequality and the statement of Claim 9.5 give

\[
\Pr[|\tilde{\mathcal{R}}_u| < \frac{3}{2} T] \leq \exp(-T/11) + \exp(-\ell/5) + \exp(-q_I/18) + \frac{20}{N}.
\]

Plugging this and Equation (9.13) into Equation (9.10) gives

\[
\Pr[|\mathcal{R}_u| < T] \leq \exp(-T/11) + \exp(-\ell/5) + \exp(-q_I/18) + \frac{20}{N} + 128 \frac{T}{\ell N}.
\]

Since \( \ell < T \) and \( \ell < q_I \),

\[
\Pr[|\mathcal{R}_u| < T] \leq 3 \exp(-\frac{\ell}{18}) + \frac{148}{N}.
\]

\[\square\]

**Claim 9.5.** For any \( u \in [N] \), and \( \ell_u^{(\ell)} = |\mathcal{L}_u^{(\ell)}| \) with \( \mathcal{L}_u^{(\ell)} \) defined in Equation (9.15) to be the set of learned item types which \( u \) likes, then

\[
\Pr[\ell_u^{(\ell)} < \ell/30] < \exp(-\ell/5) + \exp(-q_I/18) + \frac{20}{N}.
\]

**Proof.** For given user \( u \), the parameter \( \ell_u^{(\ell)} \) denotes the number of learned item types liked by user \( u \). The set of item types learned by the algorithm is a function of the number of items of a given item type in \( \mathcal{M}_1 \) at each step; misclassifying items in previous steps changes the number of items of a given type at a given time. Also, the probability of misclassifying an item from a given type depends on the preference of users for that item type. Hence, whether or not user \( u \) likes an item type is statistically
dependent on whether or not that item type is chosen as one of the learned item types. We will show that the effect of this dependency is small; subsequently, we find upper bounds for probability of $\ell_u^{(l)} < \ell/30$.

Let $L_u$ be the item types in $[q_I]$ which are liked by user $u$.

$$L_u = \{j \in [q_I] : \xi_{u,j} = +1\} \quad (9.16)$$

Since the elements of matrix $\Xi$ (determining $L_u$) are independently Bern$(1/2)$ distributed, using Chernoff bound in Lemma A.3 gives

$$\Pr[|L_u| < q_I/3] < \exp(-q_I/18). \quad (9.17)$$

We will show that

$$\Pr[\ell_u^{(l)} \leq \ell/30 \mid |L_u| > q_I/3] \leq \exp(-\ell/5) + \frac{20}{N} \quad (9.18)$$

To do so, let the sequence of random variables $X_1 = \tau_I(i_1), X_2 = \tau_I(i_2), \ldots$ denote the item types chosen to be learned by the algorithm. Then, $|L_u^{(l)}| = \sum_{j \in [l]} 1[X_j \in L_u]$. Note that the set $L_u$ is a one-to-one function of $u-$th row of matrix $\Xi$ (denoted by $\Xi_u$). Define $\bar{R}(j)$ to be the set of items in $M_1$ of type $j$

$$\bar{R}(j) = \{i \in M_1 : \tau_I(i) = j\} \quad (9.19)$$

Define the error event $\tilde{E}_i$ for $i \in M_1$ similar to the event $E_i$ for $i \in M_2$ given in Equation (9.1) so that

$$\tilde{E}_i = \{\exists j : i \in \tilde{S}_j, \tau_I(i) \neq \tau_I(i_j)\} \quad (9.20)$$

to be the event item $i$ is miscategorized.

**Definition 9.6.** Let event $\text{Err}$ be defined so that on this event, for any item type $j$, ...
at most 1/10-th of the items in $\mathcal{M}_1$ of type $j$ are misclassified

$$
\text{Err} = \left\{ \sum_{i \in \mathcal{R}(j)} 1[\tilde{\mathcal{E}}_i] \leq \frac{\mathcal{R}(j)}{10}, \forall j \in [q_I] \right\}.
$$

Using the total probability lemma, for any fixed value of the $u$-th row of the matrix $\Xi$ (denoted by $\Xi_{u,.}$):

$$
P\left[ \sum_{i=1}^{\ell} 1[X_i \in \mathcal{L}_u] < \ell/30 \mid \Xi_{u,.}, |\mathcal{L}_u| \geq q_I/3 \right]
\leq P\left[ \sum_{i=1}^{\ell} 1[X_i \in \mathcal{L}_u] < \ell/30 \mid \text{Err}, \Xi_{u,.}, |\mathcal{L}_u| \geq q_I/3 \right]
+ P[\text{Err}^c \mid \Xi_{u,.}, |\mathcal{L}_u| \geq q_I/3]. 
\tag{9.21}
$$

Using tower property of expectation on the result of Claim 9.7 provides an upper bound for the second term. Lemma 9.8 provides the upper bound for the first term for all $\Xi_{u,.}$ such that $|\mathcal{L}_u| \geq q_I/3$ (remember that $\mathcal{L}_u$ is a deterministic function of the $u$-th row of matrix $\Xi$). Taking the expectation of the above inequality with respect to $\Xi_{u,.}$ condition on $|\mathcal{L}_u| \geq q_I/3$ gives Equation (9.18). This and Equation (9.17) give the statement of the claim.

Claim 9.7. Let $\text{Err}$ be the event defined in Definition 9.6. Then,

$$
P[\text{Err}^c \mid \Xi_{u,.}] \leq \frac{20}{N}
$$

Proof. Similar to the proof of Claim 9.2, we defined the potential error event for item $i \in \mathcal{M}_1$, $\tilde{\mathcal{E}}_{i,U_i}$ to be the event that there exists $j \neq \tau_I(i)$ such that for all the users in $U_i$, we have $L_{u,i} = \xi_{u,j}$. As explained in the proof of Claim 9.2, for $i \in \tilde{\mathcal{S}}_j$, we have $\tilde{E}_i \subseteq \tilde{\mathcal{E}}_{i,U_i}$ for the $U_i = \text{rated}(i) \cap \text{rated}(i_j)$ at the time the algorithm added $i$ to $\tilde{\mathcal{S}}_j$.

Note that according to Algorithm ItemExplore, $|U_i| \geq r$.

The remaining of the proof is very similar to the proof of Claim 9.3. A set $U_i$ of $r$ users, chosen independently of feedback, rate item $i$. Using Lemma A.4, given
there are users of at least $r/2$ distinct user types in $U_i$ with probability at least $1 - \exp(-r/2) \geq 1 - \epsilon/\sqrt q_I$.

Given this property and conditional on the $u-$th row of matrix $\Xi$ (denoted by $\Xi \setminus \{u\}$), any two item types $j \neq j'$ have jointly independent user preferences by the at least $r/2 - 1$ users with distinct types in $U_i \setminus \{u\}$. So, Condition on $\Xi \setminus \{u\}$ two items of different types are rated in the same way by $r/2 - 1$ users with probability at most $2^{-(r/2-1)}$. The choice of $r > 2 \log(q_I/\epsilon)$ and $\epsilon = \frac{1}{2q_I N}$ and union bounding over item types give

$$P[\tilde{E}_i | \bar{R}(\cdot), \Xi_{u,.}] \leq 3\epsilon \leq \frac{2}{\sqrt q_I N}.$$ Using Markov inequality gives

$$P[\sum_{i \in \bar{R}(j)} 1[\tilde{E}_i] > \frac{|\bar{R}(j)|}{10} | \bar{R}(\cdot), \Xi_{u,.}] \leq \frac{20}{\sqrt q_I N}.$$ Union bounding over $j \in [q_I]$ and tower property of expectation gives the statement of the claim.

\textbf{Lemma 9.8.} Let the sequence of random variables $X_1 = \tau_I(i_1), X_2 = \tau_I(i_2), \cdots$ denote the item types chosen to be learned by the algorithm.

Conditional on the $u-$th row of matrix $\Xi$, given $X_1, \cdots, X_{m-1}$, the probability of choosing a representative item with any specific type $j \notin \{X_1, \cdots, X_{m-1}\}$ is close to uniform. Hence,

$$P\left[ \sum_{i=1}^\ell 1[X_i \in \mathcal{L}_u] < \ell/30 \left| \text{Err}, \Xi_{u,.}, |\mathcal{L}_u| \geq q_I/3 \right. \right] < \exp(-\ell/5).$$

\textbf{Proof.} We will show that condition on the event $\text{Err}$, variables $\bar{R}(\cdot), \Xi_{u,.}$ such that $|\mathcal{L}_u| \geq q_I/4$ and conditional on $X_1, \cdots, X_{m-1}$, the type of $m-$th representative item, $X_m$, is almost uniform over all the item types not learned yet, i.e., $[q_I] \setminus \{X_1, \cdots, X_{m-1}\}$. Next, we will show that if the choice of learned items is almost uniform, then the statement of lemma holds.

108
A new representative item is chosen uniformly at random among the remaining items in $\mathcal{M}_1$. Conditional on the $u$-th row of matrix $\Xi$, given $X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots$ and $\bar{R}(X_{m-1})$, we are going to find upper and lower bounds for probability of choosing the next representative item with a specific type $j \in [q] \setminus \{X_1, \cdots, X_{m-1}\}$:

$$\mathbb{P}[X_m = j \mid X_1, \cdots, X_{m-1}, \bar{R}(\cdot), \text{Err}, \Xi_u, \cdot]$$

(9.22)

**Lower bound for** (9.22). For $m \leq \ell$, let $t$ be the time the $m$-th item type is chosen randomly by the algorithm. For $j \in [q] \setminus \{X_1, \cdots, X_{m-1}\}$ the probability of choosing representative so that $X_m = j$ is equal to the proportion of items of type $j$ in the remaining items in $\mathcal{M}_1$ at time $t - 1$. Note that some items of type $j$ might have been miscategorized by time $t - 1$. So the total number of items of type $j$ in the remaining items in $\mathcal{M}_1$ might be smaller than $\bar{R}(j)$ (defined in Equation (9.19)).

The number of items of type $j$ in $\mathcal{M}_1$ by time $t - 1$ is at least $|\bar{R}(j)| - \sum_{i \in \bar{R}(j)} 1[\tilde{E}_i]$. The number of items removed from $\mathcal{M}_1$ by the time $t$ when $m$-th representative is chosen is at least $\sum_{i=1}^{m-1} |\bar{R}(X_i)|$. The number of items removed might be larger as there could be some items with types not in $\{X_1, \cdots, X_m\}$ that were removed from $\mathcal{M}_1$ due to miscategorization. Hence, the total number of remaining items in $\mathcal{M}_1$ by time $t$ is at most $M - \sum_{i=1}^{m-1} |\bar{R}(X_i)|$. Let $\tilde{E}$ be the sequence of error events for all items in $\mathcal{M}_1$ (i.e., $\tilde{E} = (\tilde{E}_i)_{i \in M_1}$). Let $\bar{R}(\cdot)$ be the set of items of all types in $\mathcal{M}_1$. Thus, for any $j \in [q] \setminus \{X_1, X_2, \cdots, X_m\}$:

$$\mathbb{P}[X_m = j \mid X_1, \cdots, X_{m-1}, \bar{R}(\cdot), \tilde{E}, \Xi_u, \cdot] \geq \frac{|\bar{R}(j)| - \sum_{i \in \bar{R}(j)} 1[\tilde{E}_i]}{M - \sum_{i=1}^{m-1} |\bar{R}(X_i)|}$$

Using the tower property of expectation, for $j \notin \{X_1, \cdots, X_m\}$, we have

$$\mathbb{P}[X_m = j \mid X_1, \cdots, X_{m-1}, \bar{R}(\cdot), \Xi_u, \text{Err}] \geq \frac{|\bar{R}(j)|}{M - \sum_{i=1}^{m-1} |\bar{R}(X_i)|} \frac{9}{10}. \quad (9.23)$$

**Upper bound for** (9.22). Remember that the probability of choosing $X_m = j$ for some $j \notin \{X_1, \cdots, X_{m-1}\}$ is proportional to the number of items with type $j$ in the remaining items in $\mathcal{M}_1$. The minimum number of remaining items in $\mathcal{M}_1$ is the
number of items in types \([q_I] \setminus \{X_1, \ldots, X_{m-1}\}\) minus the number of possible mistakes which removed some items from them.

\[
P[X_m = j | X_1, \ldots, X_{m-1}, \mathcal{R}(\cdot), \Xi_u, ] \leq \frac{|\mathcal{R}(j)|}{M - \sum_{i=1}^{m-1} |\mathcal{R}(X_i)| - \sum_{i \in M \setminus \cup_{j=1}^{m-1} \mathcal{R}(X_i)} 1[\mathcal{E}_i]}
\]

Using the tower property of expectation and definition of \(\text{Err}\),

\[
P[X_m = j | X_1, \ldots, X_{m-1}, \mathcal{R}(\cdot), \Xi_u, \text{Err}] \leq \frac{10}{9} \frac{|\mathcal{R}(j)|}{M - \sum_{i=1}^{m-1} |\mathcal{R}(X_i)|}
\]

(9.24)

Taking the expectation of \(|\mathcal{R}(j)|\) conditional on \(X_1, \ldots, X_{m-1}, \mathcal{R}(X_1), \ldots, \mathcal{R}(X_{m-1}), \Xi_u, \) for any \(j \in [q_I] \setminus \{X_1, \ldots, X_{m}\}\) is invariant to choice of \(j\). So, there is a constant \(C\)

\[
C = \mathbb{E} \left[ \frac{|\mathcal{R}(j)|}{M - \sum_{i=1}^{m-1} |\mathcal{R}(X_i)|} | X_1, \ldots, X_{m-1}, \mathcal{R}(X_1), \ldots, \mathcal{R}(X_{m-1}), \Xi_u, \right]
\]

independent of \(j\) for \(j \in [q_I] \setminus \{X_1, \ldots, X_{m}\}\). Using tower property of expectation on Equation (9.23) and (9.24) along with the definition of \(C\) above gives

\[
\frac{9}{10} C < P[X_m = j | X_1, \ldots, X_{m-1}, \mathcal{R}(X_1), \ldots, \mathcal{R}(X_{m-1}), \Xi_u, \text{Err}] < \frac{10}{9} C.
\]

Since there are \(q_I - (m - 1)\) types \(j\) such that \(j \in [q_I] \setminus \{X_1, \ldots, X_{m-1}\}\), taking the summation over \(j\)’s, the right inequality of the above display gives \(C \geq \frac{9}{10} q_I - (m - 1)\).

The left inequality of the above display gives for all \(j \in [q_I] \setminus \{X_1, \ldots, X_{m}\}\),

\[
P[X_m = j | X_1, \ldots, X_{m-1}, \mathcal{R}(X_1), \ldots, \mathcal{R}(X_{m-1}), \Xi_u, \text{Err}] > \frac{2}{5} \frac{1}{q_I - m + 1}.
\]

Using tower property of expectation, conditional on \(\Xi_u,\) such that \(|\mathcal{L}_u| \geq q_I/3\), for \(m \leq \ell \leq q_I\) and \(s < \min\{m, \ell/30\}\) we have

\[
P \left[ X_m \in \mathcal{L}_u | X_1, \ldots, X_{m-1}, \sum_{m=1}^{m-1} 1[X_{m'} \in \mathcal{L}_u] < s, \Xi_u, |\mathcal{L}_u| \geq q_I/3, \text{Err} \right]
\geq \frac{2}{5} \frac{q_I - s}{q_I - m + 1} \geq \frac{1}{9}.
\]
So, the random variable \( \sum_{m'=1}^{\ell} 1[X_{m'} \in \mathcal{L}_u] \) conditional on \( \Xi_{u,\cdot}, |\mathcal{L}_u| \geq q_I/3, \text{Err} \), stochastically dominates a Binomial random variable with mean \( \ell/9 \). Hence,

\[
P\left[ \sum_{m'=1}^{\ell} 1[X_{m'} \in \mathcal{L}_u] < \frac{\ell}{30} \left| \Xi_{u,\cdot}, |\mathcal{L}_u| \geq q_I/3, \text{Err} \right| \right] \leq \exp(-\ell/5).
\]

\[\square\]

9.2 Item structure only: lower bound

9.2.1 Proof strategy

Recommending item \( a_{u,t} \) to user \( u \) at time \( t \) is considered a good recommendation when the probability of \( L_{u,a_{u,t}} = +1 \) given feedback from history is large (close to 1). Alternatively, the recommendations in which the probability of \( L_{u,a_{u,t}} = +1 \) is close to (or smaller than) \( 1/2 \) are considered bad recommendations (or uncertain recommendations).

The lower bound for regret of any online algorithm based on item structure only model is based on two main observations about good recommendations:

- **An accurate estimation of item type of the recommended item is necessary to make a good recommendation:**

Similar to the lower bound of user structure only model, we define the concept of \((r, \epsilon)\)-row regularity as in Definition 9.11. With proper choice of \( r \) and \( \epsilon \), the preference matrix is row regular with high probability. This implies the following observation: for any subset of \( r \) users, the item types are behaving almost uniformly and independently at random (within a factor of \( \epsilon \) deviation).

For a given item \( i \), let the algorithm know the preference of any subset of \( r - 1 \) users for \( i \). The preference of any other user is almost independent and uniformly distributed on \( \{-1, +1\} \).

It is shown that it takes no less than \( \log q_I \) recommendation to learn the item type of a given item. This matches the information theoretic bound in source coding problem in which a random variable (type of an item) with equiprobable distribution on \( q_I \) values requires at least \( \log q_I \) binary integer valued code.
• Recommending an item from an item type to a specific user for the first time is an uncertain recommendation:

In contrast, even if the algorithm is given the item types of each item, still the preference of a user \( u \) for a given item type \( j \) should be learned to make accurate prediction about the recommendation of any item from the item type \( j \) to \( u \). This can only be done by recommending one item with type \( j \) (representative item) to \( u \).

To provide a lower bound for regret defined in Equation (7.1), first we rigorize the above high level ideas to characterize the bad recommendations made by the algorithm. Next, we determine an upper bound for the number of good recommendations in terms of some parameters chosen by the algorithm. We use some counting techniques to show tradeoff in the choice of these parameter and prove that for any value of the parameters chosen by the algorithm, there is an upper bound for the number of good recommendation (translating into a lower bound for regret) in terms of parameters of the model (\( N \) and \( q_I \)) and time horizon \( T \).

### 9.2.2 Lower bound theorem statement

**Theorem 9.9.** Let \( r = \log q_I - 6 \log \log N \) and \( \epsilon = 1/\log N \). In the item-structure model with \( N > 20 \) and \( q_I < N \), any recommendation algorithm must incur regret

\[
\text{regret}(T) \geq \frac{1 - 4\epsilon}{2} \max \left\{ 1, \sqrt{\frac{q_I}{6NT}}, \frac{r}{N} T \right\} - \frac{1}{N} T.
\]

The statement of the theorem follows immediately from the Lemmas 9.15 and 9.17. The approach in the proof is twofold: i) to show that for a preference matrix satisfying row regularity, items that are rated less than \( r \) times have probability roughly half of being liked by any user given the feedback obtained thus far, even if the type matrix is known; ii) if a user \( u \) has not rated any item with the same type as item \( i \) before, the probability that user \( u \) likes item \( i \) conditional on history is 1/2. Below, we start by getting into more details of the first approach:
Definition 9.10. We define \( c_t^i \) to be the number of times item \( i \) has been rated by any user up until time \( t - 1 \), \( c_t^i := \sum_{u=1}^{N} \sum_{s=1}^{t-1} \mathbb{1}[a_{u,s} = i] \).

Definition 9.11. The matrix \( A \in \{-1, +1\}^{n \times m} \) is said to be \((t, \epsilon)\)-row regular if its transpose is \((t, \epsilon)\)-column regular.

Let \( r = \log q_I - 6 \log \log N \) and \( \epsilon = \frac{1}{\log N} \). (9.25)

As an immediate application of Lemma 8.7 in Section 8.2, we know that the matrix \( \Xi \) is \((r, \epsilon)\)-row regular (denoted by \( \Xi^T \in \Omega_{r,\epsilon} \)) with high probability. (We will show this in more detail in Lemma 9.16.)

Next, in the following lemma, we show that if the number of times an item is recommended \((c_t^i)\) is small and the preference matrix is row-regular, then the outcome of recommending that item to any user is uncertain.

Lemma 9.12. Let \( r \) and \( \epsilon \) be as in Equation (9.25). For any user \( u \in [N] \) and any item \( i \in \mathbb{N} \),

\[
P[L_{u,i} = +1 \mid a_{u,t} = i, c_t^i < r, \Xi^T \in \Omega_{r,\epsilon}] \leq (1 + 4\epsilon)/2.\]

Proof. We show that if an item has been rated by less than \( r \) users, its type is uncertain (many item types are consistent with the history). Given any row regular preference matrix, the uncertainty of the item type makes the accurate prediction of preference of any user for the item impossible.

We focus on a particular item \( i \) at time \( t \). Let \( w = \{u \in [N] : a_{u,s} = i, s < t \} \) be the set of users that were recommended item \( i \) up to time \( t - 1 \), and let \( b = \{L_{u,i}\}_{u \in w} \) be the vector of feedback from users in \( w \) about item \( i \). Note that \( c_t^i < r \) implies \( |w| < r \).

Using the notation in Definition 8.5, if \( M \) is the matrix formed by concatenating the rows of \( \Xi \) indexed by \( w \), then \( K_{b,w}(\Xi^T) \) would be the set of columns (corresponding to the item types) which are identical. We claim that conditional on the matrix \( \Xi \), vector \( b \) and \( w \), the type \( \tau_I(i) \) of item \( i \) at the end of time instant \( t - 1 \) is uniformly distributed over the set of item types \( K_{b,w}(\Xi^T) \) consistent with this data. This can be derived by applying Bayes rule considering that the prior distribution of type of each item is uniform over \([q_I]\).
Let \( b^+ = [b \ 1] \in \{-1, +1\}^{|w|+1} \) be obtained from \( b \) by appending +1. For a given user \( u \notin w \), we have \( L_{u,i} = +1 \) precisely when \( \tau_i(i) \in K_{b^+,\{w,u\}}(\Xi^T) \), which in words reads “item \( i \) is among those types that are consistent with the ratings of \( i \) up to time \( t-1 \) and have preference vector with ‘+1’ for user \( u \).” It follows that for any preference matrix \( \Xi \) and any user \( u \) which has not rated \( i \) up to time \( t-1 \),

\[
\mathbb{P}[L_{u,i} = +1 | H_{t-1}, \Xi] = \mathbb{P}[\tau_i(i) \in K_{b^+,\{w,u\}}(\Xi^T) | H_{t-1}, \Xi] = \frac{k_{b^+,\{w,u\}}(\Xi^T)}{k_{b,w}(\Xi^T)}
\]

(9.26)

The second inequality is due to: i) \( w \) and \( b \) are functions of \( H_{t-1} \) and \( u \notin w \) according to \( H_{t-1} \); ii) for fixed \( w \) and \( b \), the set \( K_{b,w}(\Xi^T) \) is determined by \( \Xi^T \); iii) \( \tau_i(i) \) is uniformly distributed on \( K_{b,w}(\Xi^T) \) right before making the recommendations at time \( t \).

Recall the event that the preference matrix \( \Xi \) is \((r,\epsilon)\)—row regular is denoted by \( \Xi^T \in \Omega_{r,\epsilon} \). It now follows by tower property of conditional expectation

\[
\mathbb{P}[L_{u,i} = +1, a_{u,t} = i \mid c_i \leq r, \Xi^T \in \Omega_{r,\epsilon}] \\
\overset{(a)}{=} \mathbb{E} \left[ \mathbb{P}[L_{u,i} = +1 \mid H_{t-1}, \Xi] \mathbb{P}[a_{u,t} = i \mid H_{t-1}] \mid c_i \leq r, \Xi^T \in \Omega_{r,\epsilon} \right] \\
\overset{(b)}{=} \mathbb{E} \left[ \frac{k_{b^+,\{w,u\}}(\Xi^T)}{k_{b,w}(\Xi^T)} 1[u \notin w] \mathbb{P}[a_{u,t} = i \mid H_{t-1}] \mid c_i \leq r, \Xi^T \in \Omega_{r,\epsilon} \right] \\
\overset{(c)}{\leq} \left( 1 + \epsilon \right) \frac{q_i}{2^{|w|+1}} \mathbb{P}[a_{u,t} = i \mid c_i \leq r, \Xi^T \in \Omega_{r,\epsilon}] \\
\overset{(d)}{\leq} \frac{1}{2} (1 + 4\epsilon) \mathbb{P}[a_{u,t} = i \mid c_i \leq r, \Xi^T \in \Omega_{r,\epsilon}].
\]

This immediately gives the statement of Lemma. Equality (a) is a result of i) tower property of conditional expectation; ii) conditional on \( H_{t-1} \), the random variable \( a_{u,t} \) is independent of all other random variables. Note that \( \mathbb{P}[a_{u,t} = i \mid H_{t-1}] \) is nonzero only if \( u \) has not rated item \( i \) by time \( t-1 \) according to \( H_{t-1} \). Hence, we can use Equation (9.26) to get Equality (b) knowing that this is nonzero only for the history \( H_{t-1} \) in which \( u \notin w \) for item \( i \). Inequality (c) is justified as follows: if \( \Xi^T \in \Omega_{r,\epsilon} \) then by Claim 8.6, \( \Xi^T \in \Omega_{r-1,\epsilon} \). By Definition 8.5, this means that \( k_{b,w}(\Xi^T) \geq (1-\epsilon)q_i/2^{|w|} \)
and $k_{b+, w, u}(\Xi^T) \leq (1 + \epsilon)q_T/2^{l(w)+1}$. Using the choice of $\epsilon$ given in Equation (9.25) with $N > 8$ gives $\epsilon < 1/2$ which guarantees inequality (d).

Next, we will observe that if a user $u$ has not rated any item with the same type as item $i$ before, the probability that $u$ likes item $i$ is 1/2.

**Definition 9.13.** Let $B_{u, \tau_I(i)}^t$ be the event that user $u$ has rated an item of the same item type as item $i$ by time $t-1$, i.e.,

$$B_{u, \tau_I(i)}^t = \{\exists i' \in \mathbb{N} : a_{u,s} = i' \text{ for some } s < t \text{ with } \tau_I(i) = \tau_I(i')\}.$$ 

**Lemma 9.14.** If user $u$ has not rated any item with the same type as $i$ by time $t-1$, the probability that user $u$ likes item $i$ conditional on history is 1/2:

$$P[L_{u,i} = -1|a_{u,t} = i, (B_{u,\tau_I(i)}^t)^c, c_i^t \geq r] = \frac{1}{2}. \quad (9.27)$$

**Proof.** We make two observations: i) if user $u$ has not rated any item with item type $\tau_I(i)$ before, the feedback in history $H_{t-1}$ is statistically independent of the value of $\xi_{u,\tau_I(i)}$ given all other elements of matrix $\Xi$ and the item types; ii) According to the model, the types of items (function $\tau_I(\cdot)$) are independent of the matrix $\Xi$. Also, the element of matrix $\Xi$ are statistically independent of each other. Hence, conditional on $(B_{u,\tau_I(i)}^t)^c$, the posterior distribution of $L_{u,i}$ is uniform on $\{-1, +1\}$ at time $t$.

First, define $\Xi_{\setminus\{u,j\}}$ to be the set of elements in $\Xi$ except $\xi_{u,j}$, i.e.,

$$\Xi_{\setminus\{u,j\}} = \{\xi_{u',j'} : \text{ for all } u' \in [N] \text{ and } j' \in [q_I]\} \setminus \{\xi_{u,j}\}.$$ 

Note that $\Xi_{\setminus\{u,j\}}$ is statistically independent of $\xi_{u,j}$. Also define $\tau_I(\cdot) = \{\tau_I(i) : i \in \mathbb{N}\}$ to be the item types of all items. Note that this set of random variables is also statistically independent of elements of matrix $\Xi$ and specifically $\xi_{u,j}$. Also, recall that conditional on $H_{t-1}$, $a_{u,t}$ is statistically independent of the preference matrix $\Xi$ and item types $\tau_I(\cdot)$.

Next, we show that conditional on $\Xi_{\setminus\{u,j\}}$ and $\tau_I(\cdot)$, the event $\{a_{u,t} = i, \tau_I(i) =$
\( j, \left( B_{u, \tau_I(i)}^t \right)^c, c^t_i \geq r, H_{t-1} = H \) is independent of \( \xi_{u,j} : \)

\[
\xi_{u,j} \mid \{ a_{u,t} = i, \tau_I(i) = j, \left( B_{u, \tau_I(i)}^t \right)^c, c^t_i \geq r, H_{t-1} = H \} \mid \{ \Xi \setminus \{u,j\}, \tau_I(\cdot) \}. \tag{9.28}
\]

The above follows from:

- \( a_{u,t} \) is conditionally independent of \( \Xi \) and \( \tau_I(\cdot) \) given \( H_{t-1} \).
- The event \( \{ \tau_I(i) = j \} \) is contained in the specification of \( \tau_I(\cdot) \).
- \( B_{u, \tau_I(i)}^t \) as in Definition 9.13 is a deterministic function of \( H_{t-1} \) and \( \tau_I(i) \).
- \( c^t_i \) as in Definition 9.10 is a deterministic function of \( H_{t-1} \).
- The history \( H_{t-1} \) is defined to be the sequence of random variables
  \[
  \{(a_{u',s}, L_{u',a_{u',s}}) \mid u' \in [N], s, t \}. \]

We show inductively that if \( (B_{u, \tau_I(i)}^t)^c \) and \( \tau_I(i) = j \) holds, conditional on \( \{ \Xi \setminus \{u,j\}, \tau_I(\cdot) \} \), for \( s < t \), \( H_s \) is independent of \( \xi_{u,j} \). Let this be true for \( s - 1 \). Recall that given \( H_{s-1} \), for all \( u' \in [N] \), the recommended items \( a_{u',s} \) are independent of \( \Xi \) and \( \tau_I(\cdot) \) and in particular independent of \( \xi_{u,j} \). We also know that \( \tau_I(a_{u,s}) \neq j \) as a result of \( (B_{u, \tau_I(i)}^t)^c \) and \( \tau_I(i) = j \). Thus, \( L_{u',a_{u',s}} \) for all \( u' \in [N] \) is a function of \( \Xi \setminus \{u,j\} \) and \( \tau_I(\cdot) \) and is independent of \( \xi_{u,j} \).

Since i) \( \Xi \setminus \{\xi_{u,j}\} \) and \( \tau_I(\cdot) \), are independent of \( \xi_{u,j} \) and ii) Conditional independence property in Equation (9.28) holds for every \( H \) and \( j \in [q_I] \):

\[
\mathbb{P}[L_{u,j} = +1 \mid a_{u,t} = i, \tau_I(i) = j, (B_{u, \tau_I(i)}^t)^c, c^t_i \geq r, H_{t-1} = H, \Xi \setminus \{u,j\}, \tau_I(\cdot)]
\]

\[
= \mathbb{P}[\xi_{u,j} = +1 \mid a_{u,t} = i, \tau_I(i) = j, (B_{u, \tau_I(i)}^t)^c, c^t_i \geq r, H_{t-1} = H, \Xi \setminus \{u,j\}, \tau_I(\cdot)]
\]

\[
= \mathbb{P}[\xi_{u,j} = +1 \mid \Xi \setminus \{u,j\}, \tau_I(\cdot)] = \frac{1}{2}
\]

Using the tower property of expectation on the first term of above display gives the statement of the Lemma. \( \square \)
In Lemma 9.12, we showed that the outcome of recommending items that have not been rated more than \( r \) are uncertain. In Lemma 9.14, we showed that the outcome of the first time a user is recommended an item from a specific type is also uncertain. In the following lemma, we make the connection to provide a lower bound for regret in terms of recommendations which are not proved to be uncertain (not belonging to either of above categories of recommendations).

**Lemma 9.15.** For \( \epsilon \) and \( r \) defined in Equation (9.25),

\[
N_{\text{regret}}(T) \geq \frac{1 - 4\epsilon}{2} (TN - \sum_{u \in [N], t \in [T]} \mathbb{P}[c^t_{a_{u,t}} > r, (B^t_{u,\tau I(a_{u,t})})^c]) - T.
\]

**Proof.** To get a lower bound for regret, we provide an upper bound for the number of good recommendations. We partition the recommendations based on the properties of interest. For \( r = \log q_T - 6 \log \log N \) and \( \epsilon = \frac{1}{\log N} \),

\[
N(T - \text{regret}(T)) = \mathbb{E}\left[\sum_{t=1}^{T} \sum_{u=1}^{N} \mathbbm{1}[L_{u,a_{u,t}} = +1]\right]
\]

\[
= \mathbb{E}\left[\sum_{t \in [T]} \sum_{u \in [N]} \mathbbm{1}[L_{u,a_{u,t}} = +1, c^t_{a_{u,t}} < r, \Xi^T \in \Omega_{r,t}]\right]
\]

\[
+ \mathbb{E}\left[\sum_{t \in [T]} \sum_{u \in [N]} \mathbbm{1}[L_{u,a_{u,t}} = +1, c^t_{a_{u,t}} < r, \Xi^T \notin \Omega_{r,t}]\right]
\]

\[
+ \mathbb{E}\left[\sum_{t \in [T]} \sum_{u \in [N]} \mathbbm{1}[L_{u,a_{u,t}} = +1, c^t_{a_{u,t}} \geq r, B^t_{u,\tau I(a_{u,t})}]\right]
\]

\[
+ \mathbb{E}\left[\sum_{t \in [T]} \sum_{u \in [N]} \mathbbm{1}[L_{u,a_{u,t}} = +1, c^t_{a_{u,t}} \geq r, (B^t_{u,\tau I(a_{u,t})})^c]\right]
\]

\[=: A1 + A2 + A3 + A4, \quad (9.29)\]

here the term \( A_1 \) corresponds to the number of successful recommendations of items that have not been recommended to many users before (i.e., such that \( c^i_t < r \)) on the event that the matrix \( \Xi \) is \((r, \epsilon)-row regular\). The term \( A_2 \) corresponds to the same recommendation on the event that the matrix \( \Xi \) is not \((r, \epsilon)-row regular\). \( A_2 \)
is upper bounded since this event happens with very small probability. The term $A_3$ corresponds to the recommendations of items with $c^t_i \geq r$ to users $u$ such that the user $u$ has rated another item with the same item type by time $t - 1$. The term $A_4$ is the number of correct recommendations of items with $c^t_i \geq r$ to users $u$ such that the user $u$ has not rated another item with the same item type by time $t - 1$. These recommendations are liked with probability $1/2$.

First, we look at the recommendation of items that have been recommended to less than $r$ users before. For row-regular preference matrices, Lemma 9.12 shows that the outcome of these recommendations are uncertain. Note that the preference matrix is row regular with high probability. Recommending users an item from a specific item type for the first time gives uncertain outcome as well, proved in Lemma 9.14. Hence, the only possibly good recommendations are the ones in which an item that has been recommended more than $r$ times and it is not the first time a user is rating an item from that item type.

Bounding $A_1$. For $\epsilon$ defined in Equation (9.25), multiplying the statement of Lemma 9.12 by $\mathbb{P}[a_{u,t} = i, c^t_i < r, \Xi^T \in \Omega_{r,\epsilon}]$ and summing over $i$ gives

$$A_1 = \sum_{t \in [T]} \sum_{u \in [N]} \sum_{i \geq 1} \mathbb{P}[L_{u,i} = +, a_{u,t} = i, c^t_i < r, \Xi^T \in \Omega_{r,\epsilon}]$$

$$\leq \frac{1}{2} + 4\epsilon \sum_{t \in [T]} \sum_{u \in [N]} \mathbb{P}[c^t_{a_{u,t}} < r, \Xi^T \in \Omega_{r,\epsilon}] \leq \frac{1}{2} + 4\epsilon \sum_{t \in [T]} \sum_{u \in [N]} \mathbb{P}[c^t_{a_{u,t}} < r]. \quad (9.30)$$

Bounding $A_2$. The following lemma is an immediate corollary of Lemma 8.7 in Section 8.2.

Lemma 9.16. Let matrix $A = [A_{i,j}] \in \{-1, +1\}^{n \times m}$ have i.i.d. Bern(1/2) entries. Then the matrix $A$ is $(t, \epsilon)$-row regular with probability at least

$$1 - 2(2n)^t \max \left\{ \exp \left( -\frac{\epsilon^2 m}{32t} \right), \exp \left( -\frac{\epsilon m}{2t} \right) \right\}.$$

Using Lemma 9.16, for $r = \log q_I - 6 \log \log N$ and $\epsilon = \frac{1}{\log N}$, consistent with
the definition given in Equation (9.25), Ξ is \((r, \epsilon)\) row-regular (i.e., \(\Xi^T \in \Omega_{r,\epsilon}\)) with probability at least \(1 - \frac{1}{N}\) given \(N > 20\).

\[
A2 = \sum_{t \in [T], u \in [N]} \mathbb{P}[L_{u,a_{u,t}} = +1, c_{a_{u,t},t} < r, \Xi \notin \Omega_{r,\epsilon}]
\leq \mathbb{P}[\Xi \notin \Omega_{r,\epsilon}] \sum_{t \in [T], u \in [N]} \mathbb{P}[L_{u,a_{u,t}} = +1, c_{a_{u,t},t} < r|\Xi \notin \Omega_{r,\epsilon}] \leq T. \tag{9.31}
\]

Bounding \(A3\). We use the following:

\[
A3 = \sum_{u \in [N], t \in [T]} \mathbb{P}[L_{u,a_{u,t}} = +1, c_{a_{u,t},t} \geq r, B_{u,\tau_I(i)}^t] \leq \sum_{u \in [N], t \in [T]} \mathbb{P}[c_{a_{u,t},t} \geq r, B_{u,\tau_I(i)}^t]. \tag{9.32}
\]

Bounding \(A4\). Lemma 9.14 gives

\[
\frac{\mathbb{P}[L_{u,i} = +1, a_{u,t} = i, c_{i}^t \geq r, (B_{u,\tau_I(i)}^t)^c]}{\mathbb{P}[a_{u,t} = i, c_{i}^t \geq r, (B_{u,\tau_I(i)}^t)^c]} = \frac{1}{2}.
\]

Multiplying this by \(\mathbb{P}[a_{u,t} = i, (B_{u,\tau_I(i)}^t)^c, c_{i}^t \geq r]\) and taking the summation over \(i\) gives

\[
A4 = \frac{1}{2} \sum_{u \in [N], t \in [T]} \mathbb{P}[c_{a_{u,t},t} > r, (B_{u,\tau_I(i)}^t)^c]. \tag{9.33}
\]

Plugging Equations (9.30), (9.31), (9.32) and (9.33) into Equation (9.29) gives the statement of lemma.

Next, we find an upper bound on the expected number of “good” recommendations made by the algorithm in terms of parameters of the model.

**Lemma 9.17.** The expected number of good recommendations made by any algorithm is upper bounded as:

\[
\sum_{t \in [T], u \in [N]} \mathbb{P}[c_{a_{u,t}}^t > r, B_{u,\tau_I(a_{u,t})}^t] \leq TN - \max\{N, \sqrt{Tq_{I}N/6}, Tr\}.
\]
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Proof. We will find upper bound for the expected number of good recommendations in terms of several parameters chosen by the algorithm (defined below). Then, we show that the expected number of good recommendations is upper bounded for any value of these parameters chosen by the algorithm. Let \( \text{good}(T) \) be the total number of good recommendations made by the algorithm by time \( T \):

\[
\text{good}(T) = \sum_{i \in [T], u \in [N]} \sum_{t \geq 1} \mathbb{1}[a_{u,t} = i, c_i^t > r, B_{u,\tau_t(i)}^t]. \quad (9.34)
\]

We introduce the following parameters: 1) the total number of items rated by more than \( r \) users by time \( T \); and 2) the total number of items rated by less than \( r \) users by time \( T \)

**Definition 9.18.** Let \( \mathcal{F}_T \) be the items that have been rated by more than \( r \) users by time \( T \) and \( f_T := |\mathcal{F}_T| \);

\[
f_T = \sum_{i \in \mathcal{N}} \mathbb{1}[c_i^T \geq r].
\]

**Definition 9.19.** Let \( \mathcal{G}_T \) to be the items that have been rated by less than \( r \) users by time \( T \) and \( g_T := |\mathcal{G}_T| \);

\[
g_T = \sum_{i \in \mathcal{N}} \mathbb{1}[0 < c_i^T < r].
\]

In the following claim, we bound the number of good recommendations in terms of \( f_T \) and \( g_T \).

**Claim 9.20.** Let \( \text{good}(T) \) be defined as Equation (9.34),

\[
\text{good}(T) \leq T N - g_T - f_T r.
\]

Proof. Using Definition 9.18, any \( i \in \mathcal{F}_T \) is recommended to more than \( r \) users by \( T \). So, for any \( i \in \mathcal{F}_T \), there are at least \( r \) recommendations in which \( i \) has been rated less than \( r \) times before that:

\[
\sum_{t \in [T], u \in [N]} \mathbb{1}[c_i^t \leq r, a_{u,t} = i] \geq r.
\]
Using the Definition 9.19, any \( i \in G_T \) has been recommended at least once by the algorithm:

\[
\sum_{t \in [T], u \in [N]} 1[c_i^t \leq r, a_{u,t} = i] \geq 1.
\]

The items recommended by the algorithm by time \( T \) are either in \( F_T \) or \( G_T \). Hence, the total number of recommendations satisfy

\[
NT = \sum_{t=1}^{T} \sum_{u=1}^{N} \sum_{i \geq 1} 1[a_{u,t} = i]
\]

\[
= \sum_{t=1}^{T} \sum_{u=1}^{N} \sum_{i \geq 1} 1[c_i^t > r, a_{u,t} = i] + \sum_{t=1}^{T} \sum_{u=1}^{N} \sum_{i \geq 1} 1[c_i^t \leq r, a_{u,t} = i]
\]

\[
\geq \text{good}(T) + \sum_{t \in [T], u \in [N]} \sum_{i \geq 1} 1[c_i^t \leq r, a_{u,t} = i] + \sum_{t \in [T], u \in [N]} \sum_{i \geq 1} 1[c_i^t \leq r, a_{u,t} = i]
\]

\[
\geq \text{good}(T) + f_T r + g_T.
\]

where we used \( \text{good}(T) \leq \sum_{t=1}^{T} \sum_{u=1}^{N} \sum_{i \geq 1} 1[c_i^t > r, a_{u,t} = i] \).

Each item is recommended at most once to each user. Hence, each item (and specifically items in \( F_T \)) are recommended at most \( N \) times by time \( T \). According to Definition 9.19, items in \( G_T \) are recommended at most \( r \) times by time \( T \). The total number of recommendations made by the algorithm by time \( T \) is upper bounded as

\[
TN \leq f_T N + g_T (r - 1).
\]

Hence,

\[
g_T \geq (T - f_T) \frac{N}{r}.
\] (9.35)

Plugging this into the statement of Claim 9.20, one would get

\[
\text{good}(T) \leq TN - g_T (1 - \frac{r^2}{N}) - Tr \leq TN - Tr
\] (9.36)

where the second inequality is due to the assumptions \( q_I < N \) and \( N > 20 \).
Next, we will provide a different upper bound for the value of \( \text{good}(T) \) in terms of number of item types each user has rated by time \( T \).

**Definition 9.21.** Let \( \Gamma^T_u \) be the set of item types that are rated by user \( u \) by time \( T \).

\[
\Gamma^T_u = \left\{ j \in [q_I] : \sum_{t \in [T], i : \tau_I(i) = j} 1[a_{u,t} = i] \neq 0 \right\}
\]

Let \( \gamma^T_u = |\Gamma^T_u| \).

**Claim 9.22.** Using Definition 9.21, for \( E \) defined in Equation (9.34),

\[
\text{good}(T) \leq N(T - \min_u \gamma^T_u).
\]

**Proof.** For user \( u \), number of times an item type is rated for the first time by time \( T \) is equal to the number of item types rated by user \( u \) by time \( T \). Using Definition 9.13, this is precisely the number of recommendations made to \( u \) in which \( (B^t_{u,\tau_I(a_{u,t})})^c \) holds. Hence,

\[
\sum_{t=1}^{T} 1[(B^t_{u,\tau_I(a_{u,t})})^c] = \gamma^T_u.
\]

The total number of recommendations made to user \( u \) by time \( T \) is equal to \( T \). Hence,

\[
\sum_{t=1}^{T} 1[B^t_{u,\tau_I(a_{u,t})}] = T - \gamma^T_u.
\]

Summing over \( u \) and using \( \text{good}(T) \leq \sum_{t=1}^{T} \sum_{u=1}^{N} 1[B^t_{u,\tau_I(a_{u,t})}] \) gives the statement of the claim.

**Definition 9.23.** Let \( r^T_j \) be the number of items with item type \( j \) that have been rated by time \( T \):

\[
r^T_j = |\{ i : \tau_I(i) = j, a_{u,t} = i \text{ for some } u \in [N] \text{ and } t \leq T \}|.
\]

\( T \) items from \( \mathcal{F}_T \cup \mathcal{G}_T \) with types in \( \Gamma^T_u \) (defined in Definition 9.21) are recom-
mended to user \( u \) by time \( T \). Hence, \( T \leq \sum_{j \in R^T_u} r^T_j \leq \gamma^T_u \max_{j} r^T_j \). This implies

\[
\gamma^T_* := \min_{u} \gamma^T_u \geq \frac{T}{\max_{j} r^T_{j, T}}. \tag{9.37}
\]

The total number of items recommended (ever seen by the algorithm) by time \( T \) is \( f_T + g_T \). Note that the prior distribution of type of each item is uniform on \([q_I]\) independently of other items. So, \( r^T_j \) is \( \text{Bin}(f_T + g_T, \frac{1}{q_I}) \). We will provide two different deviation bounds for the random variable \( \max_{j} r^T_j \) as a function of \( f_T + g_T \):

- When \( f_T + g_T \geq 6q_I \log q_I \), Chernoff bound in Lemma A.3 with \( \epsilon = 1 \) gives

\[
\mathbb{P}[\max_{j \in q_I} r^T_j \geq 2\frac{f_T + g_T}{q_I}] \leq q_I \exp \left(-\frac{f_T + g_T}{3q_I}\right) \leq q_I \exp (-2 \log q_I) < \frac{1}{q_I},
\]

where we used \( f_T + g_T \geq 6q_I \log q_I \). Plugging Equation (9.37) into this shows that when \( f_T + g_T \geq 6q_I \log q_I \), with probability at least 1/2, \( \gamma^T_* \geq \frac{Tq_I}{2(f_T + g_T)} \) and otherwise, \( \gamma^T_* \geq 1 \). Plugging this observation into the statement of Claim 9.22 gives

\[
\mathbb{E}[\text{good}(T)] \leq NT - N\frac{Tq_I}{4(f_T + g_T)}, \quad \text{if } f_T + g_T \geq 6q_I \log q_I. \tag{9.38}
\]

- When \( f_T + g_T < 6q_I \log q_I \), Chernoff bound in Lemma A.3 with

\[
\epsilon = \frac{18q_I \log q_I}{f_T + g_T} - 1 > 2
\]

gives

\[
\mathbb{P}[\max_{j \in q_I} r^T_j \geq 18 \log q_I] \leq q_I \exp \left(-\left(\frac{18q_I \log q_I}{f_T + g_T} - 1\right)\frac{2f_T + g_T}{2q_I}\right)
\leq q_I \exp (-9 \log q_I) < \frac{1}{q_I},
\]

where we used the assumption \( f_T + g_T < 6q_I \log q_I \).

This result and Equation (9.37) shows that if \( f_T + g_T < 6q_I \log q_I \), then with probability at least 1/2, \( \gamma^T_* \geq \frac{T}{18 \log q_I} \) and otherwise, \( \gamma^T_* \geq 1 \).
\[ \mathbb{E}[\text{good}(T)] \leq NT - N \frac{T}{36 \log q}, \quad \text{if } f_T + g_T < 6 q \log q. \] (9.39)

Equations (9.38) and (9.39) show that
\[ \mathbb{E}[\text{good}(T)] \leq NT - N \min\{\frac{T}{36 \log q}, \frac{T}{6(f_T + g_T)}\}. \]

The statement of Claim 9.20, give
\[ \mathbb{E}[\text{good}(T)] \leq \max_{f_T, g_T} [NT - \max\{f_T r + g_T, N \min\{\frac{T}{36 \log q}, \frac{T q}{6(f_T + g_T)}\}\}] \]
\[ \leq \max_{f_T, g_T} [NT - \max\{f_T + g_T, N \min\{\frac{T}{36 \log q}, \frac{T q}{6(f_T + g_T)}\}\}] \]
\[ \leq NT - \max\{f_T + g_T, \frac{T N q}{6(f_T + g_T)}\} \]
\[ \leq NT - \sqrt{N T q}/6, \]

Inequality (a) holds for \( N \) large enough so that \( NT \geq 216 q (\log q)^2 \). For such \( N \), in the regime in which \( N \min\{\frac{T}{36 \log q}, \frac{T q}{6(f_T + g_T)}\} \leq f_T + g_T \), we have \( \frac{T}{36 \log q} \geq \frac{T q}{4(f_T + g_T)} \).

And (b) holds for any choice of parameters \( f_T \) and \( g_T > 0 \).

Also, since \( \gamma^T \geq 1 \), we have \( \mathbb{E}[\text{good}(T)] \leq NT - N \).

The above two statements and Equation (9.36) give the result in the Lemma. \( \square \)
Chapter 10

Hybrid algorithm

In this chapter, a hybrid algorithm is proposed which utilizes the structure in both user and item space. Then, information theoretic lower bound shows that the proposed algorithm achieves almost optimal performance in virtually all regimes of parameters of the model.

Utilizing both structure in user space and item space provides the benefits of both user-user and item-item algorithm. Similar to item-item algorithm, the hybrid algorithm can start making meaningful recommendation very early on (small cold-start time). The asymptotic slope of regret in hybrid algorithm is also as small as the one in item-item algorithm. Additionally, similar to user-user algorithm, the asymptotic slope is achieved much faster compared to item-item algorithm. The explanation for this observation is that the by learning the structure in user space, the effort of learning the item space is shared among the users of similar types.

10.1 Hybrid algorithm - upper bound

The algorithm we are proposing based on the joint structure in user space and item space is quite similar to the proposed item-item algorithm. For small $T$, the algorithm is oblivious to the structure in user space and performing exactly like the item-item algorithm.

By exploring part of the item space, the structure in user space is known to the
algorithm. After that, exploring the rest of item space is easier due to collaboration between users. When the number of learned item types in item-item algorithm (the parameter \( \ell \) in Algorithm 9.1) is greater than \( r_U = \log N q_U^2 \), it is possible to partition users based on their type correctly with high probability. This happens when \( T \) is large enough so that \( \ell > r_U \). The algorithm learns the user structure through partitioning the users (similar to user-user model in Algorithm 8.1).

Learning user types reduces the cost of item exploration. Knowing the type of users, to learn an item type, instead of recommending it to all users, one needs to recommend it to one user from each user type. This reduces the cost of exploration by a factor of \( \frac{q_U}{N} \).

After all \( q_I \) item types are learned, the joint algorithm works similar to item-item algorithm (Algorithm 9.1) again. The user structure becomes irrelevant again. The intuition is that utilizing structure in user space gives asymptotic regret slope of \( \frac{q_U}{N} \) whereas the asymptotic regret slope using the structure in item space is \( \frac{\log N}{N} \) which is much smaller for \( N \) being large.

The algorithm uses some notation, which we define next. For an item \( i \) and time \( t > 0 \), \( \text{rated}_t(i) = \{ u \in [N] : a_{u,s} = i \text{ for some } s < t \} \) is the set of users that have rated the item before time \( t \). We use the notation \( \text{rated}(i) \) in the algorithm for \( \text{rated}_t(i) \) at the time it is used. If \( \ell \geq r_U \) and a partitioning over users is formed, \( \text{ratedtype}_t(i) \) denotes the partitions from which a user has rated item \( i \) by time \( t \), i.e., \( \text{ratedtype}_t(i) = \{ k \in [q_U] : a_{u,s} = i \text{ for some } s < t, u \in \mathcal{P}_k \} \).

**Algorithm 10.1 Joint\((T, q_I, q_U, N)\) (fixed time horizon)**

1: \( \ell \) chosen as Equation (10.1)
2: \( r_U = 13 \log N q_U^2 \); \( r_I = 10 \log N q_I^2 \); \( M = \lceil T \frac{64q_I}{\ell} \rceil \)
3: \( \mathcal{M}_1 = M \) random items; \( \mathcal{M}_2 = M \) new random items;
4: \( \mathcal{R}_u \leftarrow \varnothing, \ u \in [N] \) (items exploitable by user \( u \))
5: \( \{ \mathcal{R}_u \}_{u \in [N]} \) \( \leftarrow \text{ITEMEXPLORE}(\mathcal{M}_1, \mathcal{M}_2, \ell) \)
6: \( \text{ITEMEXPLOIT}(\{ \mathcal{R}_u \}_{u \in [N]} \)
Algorithm 10.2 ItemExplore($\mathcal{M}_1, \mathcal{M}_2, \ell$)

1: $S_j \leftarrow \emptyset, j \in [q_I]$ (initialize sets of items of type $j$)

*Rate items by a few users (preliminary exploration)*

2: Recommend each item in $\mathcal{M}_1$ and $\mathcal{M}_2$ to $r_I$ users (This is done over $\lceil (|\mathcal{M}_1| + |\mathcal{M}_2|) r_I / N \rceil < 2Mr_I / N + 1$ time-steps, with extra recommendations being random new items.)

*Partition items and learn item types (joint exploration, oblivious to user structure)*

3: for $j = 1, \cdots, \min\{\ell, r_U\}$ if $\mathcal{M}_1 \neq \emptyset$ do

4: \ $i_j \leftarrow$ a random item in $\mathcal{M}_1$ (representative item)

5: \ $a_{u,t} \leftarrow i_j$ if $u \notin \text{rated}_t(i_j)$, otherwise a random item not from $\mathcal{M}_1$.

6: \ $\hat{S}_j \leftarrow \{i \in \mathcal{M}_1 : U = \text{rated}(i) \cap \text{rated}(i_j), L_{U,i} = L_{U,i_j}\}$

7: \ $\mathcal{M}_1 \leftarrow \mathcal{M}_1 \setminus \hat{S}_j$

*Partition users and learn item types (joint exploration with user structure)*

8: if $\ell > r_U$ then

9: \ Partition users into fewest possible groups such that each group agrees on all items. Let $\hat{\tau}_U(u) \in [q_U]$ be the label of user $u$’s partition.

10: \ $\mathcal{P}_k = \{u \in [N] : \hat{\tau}_U(u) = k\}, \ \forall k \in [q_U]

11: \ for $j = r_U + 1, \cdots, \ell$ if $\mathcal{M}_1 \neq \emptyset$ do

12: \ \ \ $i_j \leftarrow$ a random item in $\mathcal{M}_1$ (representative item)

13: \ \ \ $a_{u,t} \leftarrow i_j$ if $\forall u' \in \mathcal{P}_{\hat{\tau}_U(u)}$, $u' \notin \text{rated}_t(i_j)$. (no user in the same partion of $u$ has rated $i_j$ before)

14: \ \ $\hat{S}_j \leftarrow \{i \in \mathcal{M}_1 : V = \text{ratedtype}(i) \cap \text{ratedtype}(i_j), L_{V,i} = L_{V,i_j}\}$

15: \ \ $\mathcal{M}_1 \leftarrow \mathcal{M}_1 \setminus \hat{S}_j$

16: for $j = 1, \cdots, \ell$ do

17: \ $\hat{S}_j \leftarrow \{i \in \mathcal{M}_2 : V = \text{ratedtype}(i) \cap \text{ratedtype}(i_j), L_{V,i} = L_{V,i_j}\}$

18: \ $\mathcal{M}_2 \leftarrow \mathcal{M}_2 \setminus \hat{S}_j$

19: \ $\mathcal{R}_u = \bigcup_{j : L_{u,i_j} = +1} \hat{S}_j$ for each $u \in [N]

20: if $u \in \mathcal{P}_k$ for some $k$ then

21: \ $\mathcal{R}_u = \bigcup_{u' \in \mathcal{P}_k} \bigcup_{j : L_{u',i_j} = +1} \hat{S}_j$ for each $u \in [N]

return $\{\mathcal{R}_u\} \forall u \in [N]$

Algorithm 10.3 Exploit$\{\mathcal{R}_u\} \forall u \in [N]$

1: for remaining $t \leq T$ do

2: \ \ for $u \in U$ do

3: \ \ \ if there is an item $i \in \mathcal{R}_u$ such that $u \notin \text{rated}_t(i)$ then

4: \ \ \ \ \ $a_{u,t} \leftarrow i$

5: \ \ \ else $a_{u,t} \leftarrow$ a random item not yet rated by $u$. 
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10.2 Performance analysis

Theorem 10.1. Choosing the parameter $\ell$ as follows:

$$
\ell = \begin{cases} 
q_I, & \text{if } \sqrt{\frac{200q_Ir_I}{q_U}}T > q_I \\
\sqrt{\frac{200q_Ir_I}{q_U}}T, & \text{if } r_U > \sqrt{\frac{200q_Ir_I}{N}}T \text{ and } \sqrt{\frac{200q_Ir_I}{q_U}}T \leq q_I \\
\sqrt{\frac{200q_Ir_I}{N}}T, & \text{if } 8 \log T \leq \sqrt{\frac{200q_Ir_I}{q_U}}N \leq r_U \\
8 \log T, & \text{if } 8 \log T > \sqrt{\frac{200q_Ir_I}{N}}T,
\end{cases}
$$

(10.1)

let $r_I = 10 \log(Nq_I^2)$ and $r_U = 13 \log(Nq_U^2)$. Algorithm 10.1 obtains regret per user at time $T$ upper bounded as

$$
\text{regret}(T) \leq \begin{cases} 
8 + r_U + \frac{q_U}{N}(q_I - r_U) + 200 \frac{q_Ir_I}{q_U} T, & \text{if } \sqrt{\frac{200q_Ir_I}{q_U}}T > q_I \\
8 + r_U(1 - q_U/N) + 2\sqrt{200 \frac{q_Ir_I}{N}}T, & \text{if } r_U > \sqrt{\frac{200q_Ir_I}{N}}T \text{ and } \sqrt{\frac{200q_Ir_I}{q_U}}T \leq q_I \\
8 + 2\sqrt{200 \frac{q_Ir_I}{N}}T, & \text{if } 8 \log T \leq \sqrt{\frac{200q_Ir_I}{q_U}}N \leq r_U \\
8 \log T, & \text{if } 8 \log T > \sqrt{\frac{200q_Ir_I}{N}}T.
\end{cases}
$$

Proof. The basic error event is misclassification of an item or some users.

**Item misclassification:** In Algorithm 10.2, $S_j$ is the set of items which the algorithm posits are of type $j$ (i.e., of the same type as the $j$th representative $i_j$). Let $E_i$ be the event that item $i$ was misclassified,

$$
E_i = \{ \exists j : i \in S_j, \tau_I(i) \neq \tau_I(i_j) \}.
$$

(10.2)

In Lemma 10.2, we will find an upper bound for probability of $E_i$. To do so, one should carefully distinguish slightly different proof techniques for items classified before and after partitioning the user space, as any error in partitioning the user space increases the probability of errors in classification of items.
**User misclassification**  We bound the probability that the partitioning over users created by the algorithm is incorrect: Let $B$ (defined in Equation (10.17) and (10.18)) be the event that the partitioning over the users is correct according to the type of users. Note that if $\ell < r_U$, the algorithm does not partition the users. In this case, we defined $B$ in Equation (10.18) such that $B$ holds. According to Lemma 10.7 $\mathbb{P}[B^c] \leq 2/N^2$.

Also, according to the model introduced in Section 7.2, users of the same type rate all items similarly all the time. So, the only error that can happen in partitioning the users is when two or more distinct user types rate the first $r_U$ representative items similarly. In this case, the users from these user types are not distinguishable from each other. Consequently, users of the same type are always in the same partition whether or not $B$ holds.

**Categorization of recommendations:**  The amount of time a user $u$ spends in the exploration phase (Step 1 of the algorithm) is denoted by $T_0(u)$.

To bound regret (the expected number of bad recommendations), we partition the set of recommendations made by the algorithm according to: 1-whether or not recommendation was in the exploration phase; 2-whether or not the item is in the list of exploitable items $R_u$; 3-whether or not the item misclassification event $\mathcal{E}_{a,u,t}$ occurs; and 4-whether or not the partitioning over the users is correct ($B^c$ holds).
\[ \text{Nregret}(T) \leq \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=1}^{T_0(u)} 1[L_{u,a_{u,t}} = -1] \right] + \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \notin \mathcal{R}_u] \right] + \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, \mathcal{B}] \right] + \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, \mathcal{E}_{a_{u,t}}] \right] + \mathbb{E} \left[ \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} 1[L_{u,a_{u,t}} = -1, a_{u,t} \in \mathcal{R}_u, \mathcal{E}_{a_{u,t}}^c, \mathcal{B}^c] \right] =: A_1 + A_2 + A_3 + A_4 + A_5. \] (10.3)

- **A1** is the regret from early time-steps before \( T_0(u) \). We control the value of \( T_0(u) \) by studying the exploration exploitation tradeoff in the design and analysis of the algorithm. Proper choice of the parameter \( \ell \) has an important role in bounding this term.

- **A2** is the regret due to not having enough items available for the exploitation phase, which is proved to be small with high probability for a good choice of \( M \).

- **A3** is the regret due to the error in partitioning the users. This will be small with proper choice of \( r_U \).

- **A4** is the regret due to exploiting the misclassified items. It will be small because few items are misclassified as a result of proper choice of \( r_I \).

- **A5** is the regret due to exploiting correctly classified items under the correct partitioning of the users and we will see that \( A_5 = 0 \).

In Equation (10.3), we provide an upper bound for regret as we are double counting the recommendations in which not only the partitioning on user structure is incorrect,
but also the recommended item is also misclassified. The probability of this event is small so that using this upper bound does not make the analysis less relevant.

**Bounding A1.** It takes at most \( \lceil \frac{2M r_I}{N} \rceil \) units of time to rate each item in \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) by \( r_I \) users (since initially \( |\mathcal{M}_1| = |\mathcal{M}_2| = M \) and later some items are removed from \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \)).

At each iteration \( \ell \) representative items from different item types are rated by either all users (if \( \ell < r_U \)) or one user from each partition of users (if \( \ell \geq r_U \)). Let \( W_k \) be the set of users with type \( k \) and \( w_k = |W_k| \)

\[
W_k = \{ u : \tau_U(u) = k \}, \quad \text{and} \quad w_k = |\{ u : \tau_U(u) = k \}|.
\] (10.4)

- So, if \( \ell < r_U \), user \( u \) rates at most \( \lceil \frac{2M r_I}{N} \rceil \) items in step 2 and \( \ell \) items in step 5 of ITEMEXPLORE algorithm (Algorithm 10.2).

\[
T_0(u) \leq \left\lceil \frac{2M r_I}{N} \right\rceil + \ell \leq \frac{2M r_I}{N} + (\ell + 1). \tag{10.5}
\]

- If \( \ell \geq r_U \), for given user type \( k \in [q_U] \), all the users in \( W_k \) rate the first \( r_U \) representative items at each iteration they go through. The remaining \( \ell - r_U \) representative items are rated by at most one user in \( W_k \). To see this, remember that we showed all the users of the same type end up in the same partition. But if the user partitioning is incorrect, there might be users from more than one user type in a partition. Since one user from each partition rate remaining \( \ell - r_U \) representative items, at most one user from \( W_k \) rates each of them. Hence,

\[
\sum_{u \in W_k} T_0(u) \leq \sum_{u \in W_k} \left( \left\lceil \frac{2M r_I}{N} \right\rceil + r_U \right) + (\ell - r_U) \leq w_k \left( \frac{2M r_I}{N} + 1 + r_U \right) + (\ell - r_U).
\] (10.6)

Hence, if \( u \in \mathcal{P}_k \),

\[
\mathcal{R}_u = \bigcup_{u' : u' \in \mathcal{P}_k} \bigcup_{j \in [\ell]} S_{j \in [\ell]}^{L_{u', j + 1}} \tag{10.7}
\]
Note that if $\ell < r_U$ and there is no partitioning, then $\mathcal{R}_u = \bigcup_{j \in [\ell]} \mathcal{S}_j$.

At $t \leq T_0(u)$, the algorithm recommends random items to $u$. Since each item $i$ has a uniformly distributed type $\tau_I(i)$, any given user likes item type $j$ with probability half. For $\ell < r_U$,  
\begin{align*}
2A1 &= 2\mathbb{E}\sum_{u=1}^{N} T_0(u) = \mathbb{E}\sum_{u=1}^{N} T_0(u) \\
&\leq \left(\left\lceil \frac{2Mr}{N} \right\rceil + \ell \right) N \leq 2Mr + (\ell + 1)N, \tag{10.8}
\end{align*}
where we used Equation (10.5).

For $\ell \geq r_U$,  
\begin{align*}
2A1 &= \mathbb{E}\sum_{u=1}^{N} T_0(u) \\
&= \mathbb{E}\sum_{k \in [q_U]} \sum_{\mathbb{W}_k} T_0(u) \\
&\leq \mathbb{E}\sum_{k \in [q_U]} \left[w_k \left(\frac{2Mr}{N} + 1 + r_U\right) + \ell - r_U\right] \\
&\leq N \left(\frac{2Mr}{N} + 1 + r_U\right) + q_U(\ell - r_U) \tag{10.9}
\end{align*}
Here (a) is obtained by Equation (10.6). Definition of $w_k$ in Equation (10.4) gives (b).

**Bounding $A2$.** According Algorithm 10.3, user $u$ is recommended a new random item at $t \geq T_0(u)$ if there is no available items in $\mathcal{R}_u$ to recommend to it. Hence, for every $u \in [N]$ at these times $\mathbb{P}[L_{u,a_{u,t}} = -1|a_{u,t} \notin \mathcal{R}_u] = \frac{1}{2}$. Also, an item $a_{u,t} \notin \mathcal{R}_u$ is recommended to $u$ in Algorithm 10.3 only when all items in $\mathcal{R}_u$ have been recommended to this user before. So, the total number of times $a_{u,t} \notin \mathcal{R}_u$ is recommended at time interval $T_0(u) \leq t \leq T$, is at most $(T - |\mathcal{R}_u|)_+$. To observe that, note that if $|\mathcal{R}_u| \geq T$, then there are enough items in $\mathcal{R}_u$ up until time $T$, in which case $\sum_{t=T_0(u)+1}^{T} \mathbb{1}[a_{u,t} \notin \mathcal{R}_u] = 0$. Alternatively, if $|\mathcal{R}_u| < T$, then there will be at most $(T - |\mathcal{R}_u|)$ times that user $u$ is recommended an item $a_{u,t} \notin \mathcal{R}_u$, which
implies that $\sum_{t=T_0(u)+1}^T 1[a_{u,t} \notin R_u] \leq (T - |R_u|)_+$. Hence,

$$A_2 = \sum_{u \in [N]} \sum_{t=T_0(u)+1}^T \mathbb{P}[L_{u,a_{u,t}} = -1, a_{u,t} \notin R_u]$$

$$= \sum_{u \in [N]} \sum_{t=T_0(u)+1}^T \frac{1}{2} \mathbb{P}[a_{u,t} \notin R_u] \leq \sum_{u \in [N]} \frac{1}{2} \mathbb{E}[(T - |R_u|)_+] .$$

Using Lemma 10.12, we get

$$A_2 \leq 2TN \exp\left(-\frac{\ell}{8}\right) + \frac{32T}{\ell} \quad (10.10)$$

**Bounding A3.** Term $A_3$ in Equation (10.3) is the regret due to the misclassification of users. Using Lemma 10.7, we know that the probability of having any error in partitioning the users is at most $2/N^2$. Hence,

$$A_3 = \mathbb{E} \sum_{u=1}^N \sum_{t=T_0(u)+1}^T 1[L_{u,a_{u,t}} = -1, a_{u,t} \in R_u, B]$$

$$\leq \mathbb{E} \sum_{u=1}^N \sum_{t=T_0(u)+1}^T 1[a_{u,t} \in R_u, B] \leq \frac{2}{N} T \quad (10.11)$$

where the last inequality is proved in Lemma 10.7.
Bounding A4. Term A4 in Equation (10.3) is the expected number of mistakes made by the algorithm as a result of item misclassifications. Lemma 10.2 upper bounds the expected number of “potential item misclassifications” in the algorithm to provide an upper bound for this value:

\[
A4 = \mathbb{E} \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} \sum_{i \in \mathbb{N}} 1[L_{u,t} = -1, a_{u,t} = i, i \in \mathcal{R}_u, \mathcal{E}_i] \\
\leq \mathbb{E} \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} \sum_{i \in \mathbb{N}} 1[a_{u,t} = i, i \in \mathcal{R}_u, \mathcal{E}_i] \\
\overset{(a)}{=} \mathbb{E} \sum_{u=1}^{N} \sum_{t=T_0(u)+1}^{T} \sum_{i \in \mathcal{M}_2} 1[a_{u,t} = i, i \in \mathcal{R}_u, \mathcal{E}_i] \\
\overset{(b)}{\leq} N \mathbb{E} \left[ \sum_{i \in \mathcal{M}_2} 1[\mathcal{E}_i, \mathcal{U}_i] \right] \leq NM \max_{i \in \mathcal{M}_2} \mathbb{P}[\mathcal{E}_i] \overset{(c)}{\leq} M \frac{3}{q_I}. \tag{10.12}
\]

Here (a) follows because for every user \( u \), the set of items \( \mathcal{R}_u \) is a subset of \( \mathcal{M}_2 \); (b) is true since each item \( i \) is recommended at most \( N \) times; (c) is proved in Lemma 10.2 that for any \( i \in \mathcal{M}_2, \mathbb{P}[\mathcal{E}_i] < 3/(q_I N) \).

Bounding A5. By the definition of event \( \mathcal{E}_i \) given in Equation (9.1), if an item \( i \in \mathcal{S}_j \) is not misclassified, then \( \tau_I(i) = \tau_I(i_j) \). By definition of the model, user preferences for an item depend only on the type of the item (since \( L_{u,i} = \xi_{\tau_I(u),\tau_I(i)} \)), so all users rate \( i \) the same as \( i_j \). If an item \( i \in \mathcal{R}_u \) we know that there is some \( j \) such that \( i \in \mathcal{S}_j \) and \( u \) likes item \( i_j \).

\[
\mathbb{P}[L_{u,i} = -1| i \in \mathcal{R}_u, \mathcal{E}_i^c] = \mathbb{P}[L_{u,i} = -1| \exists j: L_{u,i_j} = +1, i \in \mathcal{S}_j, \tau_I(i) = \tau_I(i_j)] \\
= \mathbb{P}[L_{u,i} = -1| \xi_{u,\tau_I(i)} = +1] = 0 \\
\Rightarrow A5 = 0. \tag{10.13}
\]
Combining all the bounds. Plugging in Equation (9.3), (9.4), (9.5) and (9.6) into Equation (9.2) gives for $\ell \leq r_U$

$$\text{regret}(T) \leq \frac{128 q_r r_I T}{\ell N} + 1 + \ell + 2T \exp\left(-\frac{\ell}{8}\right) + \frac{2}{\ell N} T + \frac{2}{N^2} T + \frac{19}{\ell N} T$$

$$\leq \frac{200 q_r r_I}{\ell N} T + 1 + \ell + 2T \exp\left(-\frac{\ell}{8}\right).$$

and for $\ell > r_U$

$$\text{regret}(T) \leq \frac{128 q_r r_I T}{\ell N} + 1 + r_U + \frac{q_U}{N} (\ell - r_U) + 2T \exp\left(-\frac{\ell}{8}\right) + \frac{2}{\ell N} T + \frac{2}{N^2} T + \frac{19}{\ell N} T$$

$$\leq \frac{200 q_r r_I}{\ell N} T + \frac{q_U}{N} \ell + 2T \exp\left(-\frac{\ell}{8}\right) + 1 + (1 - \frac{q_U}{N}) r_I.$$

The choice of $\ell$ in the algorithm gives the statement of the theorem.

$$\ell = \begin{cases} 
q_I, & \text{if } \sqrt{\frac{200 q_r r_I}{q_U} T} \geq q_I \\
\sqrt{\frac{200 q_r r_I}{q_U} T}, & \text{if } r_U \leq \sqrt{\frac{200 q_r r_I}{q_U} T} \text{ and } \sqrt{\frac{200 q_r r_I}{q_U} T} \leq q_I \\
\sqrt{\frac{200 q_r r_I}{N} T}, & \text{if } 8 \log T \leq \sqrt{\frac{200 q_r r_I}{q_U} T} \leq T_U \\
8 \log T, & \text{if } 8 \log T \geq \sqrt{\frac{200 q_r r_I}{N} T}
\end{cases}$$

gives

$$\text{regret}(T) \leq \begin{cases} 
8 + r_U + \frac{q_U}{N} (q_I - r_U) + 200 \frac{q_r r_I T}{q_U}, & \text{if } \sqrt{\frac{200 q_r r_I}{q_U} T} \geq q_I \\
8 + r_U (1 - q_U/N) + 2 \sqrt{\frac{200 q_r r_I}{q_U} T}, & \text{if } r_U \leq \sqrt{\frac{200 q_r r_I}{q_U} T} \text{ and } \sqrt{\frac{200 q_r r_I}{q_U} T} \leq q_I \\
8 + 2 \sqrt{\frac{200 q_r r_I}{N} T}, & \text{if } 8 \log T \leq \sqrt{\frac{200 q_r r_I}{q_U} T} \leq r_U \\
8 \log T, & \text{if } 8 \log T \geq \sqrt{\frac{200 q_r r_I}{N} T}.
\end{cases}$$

10.2.1 Error probability in item classification

For a sequence of labels of learned representative items $X_{1:m} = X_1, \ldots, X_m$, let
\[ \mathcal{E}_i(X_{1:m}) = \{ \exists j \in \{ X_{1:m} \} : i \in \mathcal{S}_j, \tau_I(i) \neq \tau_I(i_j) \} \]  

(10.14)

to be the event that item \( i \) is misclassified after learning the first \( m \) representative items. According to the definition of \( \mathcal{E}_i \) given in Equation (10.2), \( \mathcal{E}_i = \mathcal{E}_i([q_I]) \).

**Lemma 10.2.** Given \( N \) large enough so that \( q_U > 10r_I \), for every item \( i \in \mathcal{M}_2 \), the probability of mis-classifying item \( i \) is upper bounded as \( \mathbb{P}[\mathcal{E}_i] \leq \frac{3}{q_iN} \).

**Proof.** To bound the probability of misclassifying any item, we look at items that were classified using the partitioning over the users (\( i \in \mathcal{S}_j \) with \( j \geq r_U \)) and the ones that were classified not using the partitioning over the users (\( i \in \mathcal{S}_j \) with \( j < r_U \)) separately. Hence, we study the error events \( \mathcal{E}_i([r_I]) \) and \( \mathcal{E}_i([q_I] \setminus [r_I]) \) separately. To do so, first we guarantee that there are enough distinct user types rating each item in the following claim:

**Claim 10.3.** Given \( N \) large enough so that \( q_U > 10r_I \), the \( r_I \) users rating any item in \( \mathcal{M}_2 \) belong to at least \( \frac{r_I}{2} \) distinct user types with probability at least \( 1 - \frac{1}{q_iN} \).

**Proof.** The choice of \( r_I \) users rating any item in \( \mathcal{M}_2 \) is independent of the feedback. For given item \( i \) and \( m \in [r_I] \) let \( X_m \) be a binary valued random variable which denotes whether the \( m \)-th user which rates item \( i \) is from a new user type or not. We are interested to find an upper bound for \( \mathbb{P}[\sum_{m=1}^{r_I} X_i < \frac{r_I}{2}] \). To do so, note that \( \mathbb{P}[X_m = 1|\sum_{m'=1}^{m-1} X_{m'} = d] \geq 1 - \frac{d}{q_U} \), this is a direct consequence of the uniform prior distribution of user types over users. Since we are interested in \( \mathbb{P}[\sum_{m=1}^{r_I} X_i < \frac{r_I}{2}] \), we know that the sequence of random variables \( X_m \) stochastically dominates an i.i.d. binary-valued random variable with mean \( \frac{19}{20} \). Hence, \( \mathbb{P}[\sum_{m=1}^{r_I} X_i < \frac{r_I}{2}] \leq \exp(-\frac{r_I}{10}) \leq \frac{1}{q_iN} \). \( \square \)

**Claim 10.4.** For item \( i \in \mathcal{S}_j \), such that \( j < r_U \), we have \( \mathbb{P}[\mathcal{E}_i] \leq \frac{3}{q_iN} \), i.e.,

\[ \mathbb{P}[\mathcal{E}_i([r_U])] \leq \frac{2}{q_iN} \].
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Proof. For item $i \in \mathcal{M}_2$ and subset of users $U_i \subseteq [N]$, define

$$\bar{E}_{i, U_i} = \{\exists j \neq \tau_I(i) : L_{u,i} = \xi_{\tau_U(u), j}, \forall u \in U_i\} \quad (10.15)$$

to be the event that the ratings of users in $U_i$ for item $i$ agree with a different type. For item $i \in \mathcal{S}_j$, such that $j < r_U$, we know that item $i$ was added to $\mathcal{S}_j$ since some groups of users of size $r_I$ have rated $i$ and $i_j$ similarly. Let $t$ be the time $i$ was added to $\mathcal{S}_j$ in the exploration phase. Let $U_i = \text{rated}_t(i) \cap \text{rated}_t(i_j)$ be the set of users whose ratings verified that $i$ and $i_j$ are of the same type. All users in $U_i$ agree on $i$ vs. $i_j$. Hence, if item $i \in \mathcal{S}_j$ is misclassified (which implies $\tau_I(i) \neq \tau_I(i_j)$ using Equation (9.1)), then $\bar{E}_{i, U_i}$ holds. So, $E_i \subseteq \bar{E}_{i, U_i}$.

Using the statement of Claim 10.3, there are at least $r_I/2$ users with distinct user types who rate both item $i \in \mathcal{S}_j$ and $i_j$. A set of $r_I/2$ users with distinct types, chosen independently of the feedback, rate item $i$ of type $\tau_I(i)$. Any two item types $j \neq j'$ have jointly independent user preferences $(\xi_{u,j})_{u \in [N]}, (\xi_{u,j'})_{u \in [N]}$, so two items of different types are rated in the same way by the $r_I/2$ users of distinct types with probability at most $2^{-r_I/2}$. The choice $r_I = 10 \log(N q_I^2)$ and a union bound over item types $j$ gives that conditional on the fact that $U_i$ contains at least $r_I/2$ distinct user types, $\mathbb{P}[\bar{E}_{i, U_i}] \leq \frac{1}{q_I N}$. Plugging in the statement of Claim 10.3 gives $\mathbb{P}[E_i([r_U])] \leq \frac{2}{q_I N}$. \hfill \Box

Claim 10.5. For item $i \in \mathcal{S}_j$, such that $j \geq r_U$, we have $\mathbb{P}[E_i] \leq \frac{3}{q_I N}$, i.e.,

$$\mathbb{P}[E_i([q_I] \setminus [r_U])] \leq \frac{3}{q_I N}$$

Proof. For an item $i \in \mathcal{M}_2$ and a subset of user types $V_i \subseteq [q_U]$, define

$$\bar{E}_{i, V_i} = \{\exists j \neq \tau_I(i) : \xi_{k_1, \tau_I(i)} = \xi_{k_2, j}, \forall k \in V_i\} \quad (10.16)$$

to be the event that the ratings of users with types in $V_i$ for item $i$ agrees with a different type. For item $i \in \mathcal{S}_j$, such that $j \geq r_U$ we know that $i$ was added to $\mathcal{S}_j$
because according to the partitioning made over the users, items \( i \) and \( i_j \) are rated similarly.

We will provide the upper bound on probability of error \( \mathcal{E}_i \) conditional on \( \mathcal{B} \) (the partitioning over the users is correct). Note that in Lemma 10.7 it is shown that \( \mathbb{P}[\mathcal{B}^c] < 2/N^2 \). But this bound is provided conditional on statement of Claim 10.4.

Let \( \mathcal{B}^c \) holds. Let \( t \) be the time \( i \) was added to \( \mathcal{S}_j \) in the exploration phase. Let \( V_i = \text{ratedtype}_i(i) \cap \text{ratedtype}_i(i_j) \) be the set of user types whose ratings verified that \( i \) and \( i_j \) are of the same type. Hence, if item \( i \in \mathcal{S}_j \) is misclassified (which implies \( \tau_I(i) \neq \tau_I(i_j) \) using Equation (10.2)), then \( \bar{\mathcal{E}}_{i,V_i} \) holds. So, \( \mathcal{E}_i \subseteq \bar{\mathcal{E}}_{i,V_i} \) which implies \( \mathbb{P}[\mathcal{E}_i] \leq \mathbb{P}[\bar{\mathcal{E}}_{i,V_i}] \).

Next, we will show that the probability of \( \bar{\mathcal{E}}_{i,V_i} \) is small. To see that, we use Claim 10.3 that \( V_i \) contains at least \( r_I/2 \) distinct user types with high probability.

The probability of the event \( \bar{\mathcal{E}}_{i,V_i} \) is upper bounded as \( \mathbb{P}[\bar{\mathcal{E}}_{i,V_i}] \leq \text{Any two item types } j \neq j' \text{ have jointly independent user-type preferences } (\xi_{k,j})_{k \in [q_U]}, (\xi_{k,j'})_{k \in [q_U]}, \text{so two items of different types are rated in the same way by the } r_I/2 \text{ distinct user types with probability at most } 2^{-r/2}. \text{The choice } r_I = 10 \log(Nq_I^2) \text{ and a union bound over item types } j, \mathbb{P}[\bar{\mathcal{E}}_{i,V_i} | \mathcal{B}] \leq q_I 2^{-r_I/10} \leq \frac{1}{q_I^2}. \text{Plugging in Claim 10.3 gives} \)
\[
\mathbb{P}[\mathcal{E}_i] \leq \frac{2}{q_I^2N} + \mathbb{P}[\mathcal{B}].
\]

Using the fact that \( \mathbb{P}[\mathcal{B}] < 2/N^2 \) and \( q_U = N^\alpha \), for \( N > N_0(\alpha) \), we have \( \mathbb{P}[\mathcal{E}_i] < \frac{3}{q_I^2N} \).

Claims 10.4 and 10.5 give the statement of lemma.

10.2.2 Error probability in user classification

Definition 10.6. For user types \( k \) and \( k' \), let
\[
\mathcal{B}_{k,k'} = \{ 1[\hat{\tau}_U(u) = \hat{\tau}_U(v)] = 1[k = k'], \text{ for all } u, v \text{ such that } \tau_U(u) = k \text{ and } \tau_U(v) = k' \} \tag{10.17}
\]
be the event that user types $k$ and $k'$ are partitioned correctly with respect to each other in Algorithm 10.2. Let

$$B = \cap B_{k,k'}$$

(10.18)

be the event that the partitioning over the users match the partitioning induced by user types.

**Lemma 10.7.** Probability of not distinguishing two user types $k$ and $k'$ in the partitioning over the users made by the algorithm is upper bounded as $\mathbb{P}[(B_{k,k'})^c] \leq 2/(Nq_U^2)^2$. It follows that the partitioning over the users is correct with probability at least $\mathbb{P}[B^c] \leq 2/N^2$.

**Proof.** Distinct user types $k$ and $k'$ are distinguished in the partitioning made by the algorithm if there is at least one item among the first $r_U$ representative items which is rated differently by user types $k$ and $k'$. Knowing that the elements of matrix $\Xi$ are i.i.d., it would be easy to find the probability of this event happening if the representative items were drawn uniformly at random.

But unfortunately, this is not the case: At each step, the choice of the next item type depends on the proportion of number of items of a given item type among the remaining items in $M_1$. Hence, item of an item types which are more probable to be misclassified are less likely to be chosen as the representative items (as most items of these types are misclassified and already removed from $M_1$). Hence, there is statistical dependence between matrix $\Xi$ and the choice of representative items.

To solve this problem, let $\Xi_k$, and $\Xi_{k'}$, be the $k$ and $k'$-th rows of matrix $\Xi$. We bound the probability of choosing any specific sequence of distinct item types as the first $r_U$ representatives conditional on fixed $\Xi_k$, and $\Xi_{k'}$. Then we show that with high probability, there are more than $q_U/3$ item types which distinguish $k$ and $k'$. Conditional on this property of matrix $\Xi$, with high probability there is at least one item among the first $r_U$ learned representative items which distinguish $k$ and $k'$.

Let $X_m = \tau_I(i_m)$ be the item type of the $m$-th representative item. For given user types $k$ and $k'$, we want to find the probability that both user types $k$ and $k'$ rate all item types $X_1, \ldots, X_{r_U}$ similarly. To do so, given $X_1, \ldots, X_{m-1}$ for $m < r_U$, $\Xi_k$. 
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and $\Xi_k$, we find the conditional probability of choosing item type $X_m$ as the next type to learn.

Let $\mathcal{L}_{k,k'} = \{j : \xi_{k,j} \neq \xi_{k',j}\}$ be the set of item types who are rated differently by user types $k$ and $k'$. Hence, the event $B_{k,k'}$ holds if there is some $m \in [r_U]$, so that $X_m \in \mathcal{L}_{k,k'}$ (there is at least one learned item type among the ones that are helpful in distinguishing $k$ and $k'$). Hence, we want to show an upper bound for

$$P[(B_{k,k'})^c] = P[X_m \notin \mathcal{L}_{k,k'}, \text{ for all } m \in [r_U]]. \quad (10.19)$$

Since the elements of matrix $\Xi$ are independently Bern(1/2) distributed, using Chernoff bound in Lemma A.3,

$$P[|\mathcal{L}_{k,k'}| < q_U/3] \leq \exp(-q_U/18). \quad (10.20)$$

Note that the set $\mathcal{L}_{k,k'}$ is a function of $\Xi_k$ and $\Xi_{k'}$. Define $\mathcal{R}(j)$ to be the set of items in $\mathcal{M}_1$ of type $j$

$$\mathcal{R}(j) = \{i \in \mathcal{M}_1 : \tau_I(i) = j\}. \quad (10.21)$$

Define the error event $\tilde{E}_i$ for $i \in \mathcal{M}_1$ similar to the event $E_i$ for $i \in \mathcal{M}_2$ given in Equation (9.1) so that

$$\tilde{E}_i(X_1, \cdots, X_m) = \{\exists j \in \{X_1, \cdots, X_m\} : i \in \mathcal{S}_{\tilde{j}}, \tau_I(i) \neq \tau_I(i_j)\}. \quad (10.22)$$

to be the event item $i \in \mathcal{M}_1$ is miscategorized into one of the representative item types labeled by $X_1, \cdots, X_m$. Let $\tilde{E}_i = \tilde{E}_i([q_I])$ to be the error event associated with item $i \in \mathcal{M}_1$.

**Definition 10.8.** Let Err$(X_1, \cdots, X_m)$, be the event such that on this event, for any item type $j$, at most $1/10$–th fraction of items in $\mathcal{M}_1$ of type $j$ are misclassified into partitions corresponding to representative items labeled by $X_1, \cdots, X_m$. We use the
notation introduced in Equation 10.22 to define:

$$\text{Err}(X_1, \cdots, X_m) = \begin{cases} \sum_{i \in \bar{R}(j)} \tilde{E}_i(X_1, \cdots, X_m) & \leq |\bar{R}(j)|/10, \text{ for all } j \in [q_U] \end{cases}.$$ (10.23)

Let $\text{Err} = \text{Err}([q_U])$.

Using the total probability lemma, for any fixed value of $\Xi_k$ and $\Xi_{k'}$:

$$\mathbb{P} \left[ \sum_{i=1}^{r_U} 1 \left[ X_i \in \mathcal{L}_{k,k'} \right] < 1 \left| \Xi_k, \Xi_{k'}, |\mathcal{L}_{k,k'}| \geq q_U/3 \right. \right] \leq \mathbb{P} \left[ \sum_{i=1}^{r_U} 1 \left[ X_i \in \mathcal{L}_{k,k'} \right] < 1 \left| \text{Err}([r_U]), \Xi_k, \Xi_{k'}, |\mathcal{L}_{k,k'}| \geq q_U/3 \right. \right]$$

$$+ \mathbb{P} \left[ \text{Err}^{c}([r_U]) \left| \Xi_k, \Xi_{k'}, |\mathcal{L}_{k,k'}| \geq q_U/3 \right. \right].$$ (10.24)

Application of Claim 10.9 provides an upper bound for the second term on the right hand side of above display. Lemma 10.10 provides the upper bound for the first term for all $\Xi_k$ and $\Xi_{k'}$ such that $|\mathcal{L}_{k,k'}| \geq q_U/3$ (remember that $\mathcal{L}_{k,k'}$ is a deterministic function of the $k$ and $k'$-th rows of matrix $\Xi$). Hence,

$$\mathbb{P} \left[ \sum_{i=1}^{r_U} 1 \left[ X_i \in \mathcal{L}_{k,k'} \right] < 1 \left| \Xi_k, \Xi_{k'}, |\mathcal{L}_{k,k'}| \geq q_U/3 \right. \right] \leq \frac{1}{Nq_U^2}$$

Taking the expectation of the above inequality with respect to $\Xi_k$ and $\Xi_{k'}$, condition on $|\mathcal{L}_{k,k'}| \geq q_U/3$ gives

$$\mathbb{P} \left[ \sum_{i=1}^{r_U} 1 \left[ X_i \in \mathcal{L}_{k,k'} \right] < 1 \left| \mathcal{L}_{k,k'} \geq q_U/3 \right. \right] \leq \frac{1}{Nq_U^2} + \frac{40}{q_U^4N^{10}}$$

Plugging Equation (10.20) gives an upper bound for the right term in Equation (10.19). Hence,

$$\mathbb{P} \left[ (B_{k,k'})^c \right] \leq \frac{1}{(Nq_U^2)^2} + \frac{40}{q_U^4N^{10}} \leq \frac{2}{(Nq_U^2)^2}. $$

Union bound over $k, k' \in [q_U]$ gives $\mathbb{P}[B^c] \leq \frac{2}{N^2}$.

\[ \square \]

**Claim 10.9.** Let $\text{Err}$ be the error defined in Definition 10.8 be the event under which
at most 1/10-th fraction of items in $\mathcal{M}_1$ from any item types are misclassified. Then,

$$\mathbb{P}\left[ \text{Err}^c([r_U]) \mid \Xi_{k, \cdot}, \Xi_{k', \cdot} \right] \leq \frac{40}{q_I^4 N^{10}}.$$ 

**Proof.** Similar to the proof of Claim 10.4, we defined the potential error event for item $i \in \mathcal{M}_1$, $\tilde{E}_{i, U_i}$ to be the event that there exists $j$ such that $\tau_I(i_j) \neq \tau_I(i)$ such that for all the users in $U_i$ agree on $i$ vs. $i_j$. As explained in the proof of Claim 10.4, for $i \in \tilde{S}_j$ and $j \leq r_U$, we have $\tilde{E}_i([r_U]) \subseteq \tilde{E}_{i, U_i}$ for the $U_i = \text{rated}(i) \cap \text{rated}(i_j)$ at the time the algorithm added $i$ to $\tilde{S}_j$. Note that according to Claim 10.3, there are users of at least $r_I/2$ distinct user types in $U_i$.

The remaining of the proof is very similar to the proof of Claim 9.3. A set $U_i$ of users of at least $r_I/2$ user types, chosen independently of feedback, rate item $i$. Conditional on the $k$ and $k'$-th row of matrix $\Xi$ (denoted by $\Xi_{k, \cdot}$ and $\Xi_{k', \cdot}$), any two item types $j \neq j'$ have jointly independent user preferences by at least $r_I/2 - 2$ user types in $U_i$. So, Condition on $\Xi_{k, \cdot}$ and $\Xi_{k', \cdot}$, the probability of not distinguishing two distinct item types by users in $U_i$ at most $2^{-(r_I/2-2)}$. The choice of $r_I = 10 \log(q_I N^2)$ and union bounding over item types give

$$\mathbb{P}\left[ \tilde{E}_i([r_U]) \mid \Xi_{k, \cdot}, \Xi_{k', \cdot} \right] \leq \frac{4}{q_I^4 N^{10}}.$$ 

Using Markov inequality gives

$$\mathbb{P}\left[ \sum_{i \in \mathcal{R}(j)} 1[\tilde{E}_i([r_U])] > \frac{\mathcal{R}(j)}{10} \left\vert \Xi_{k, \cdot}, \Xi_{k', \cdot} \right\vert \mid \Xi_{k, \cdot}, \Xi_{k', \cdot} \right] \leq \frac{40}{q_I^4 N^{10}}.$$ 

Union bounding over $j \in [q_I]$ and tower property of expectation gives the statement of the claim. \qed

**Claim 10.10.** For given user types $k$ and $k'$, let $\mathcal{L}_{k,k'} = \{j \in [q_I] : \xi_{k,j} \neq \xi_{k',j}\}$. let $X_m = \tau_I(i_m)$ and event $\text{Err}(X_1, \cdots, X_m)$ as in Definition 10.8. Then,

$$\mathbb{P}\left[ \sum_{i=1}^{r_U} 1[X_i \in \mathcal{L}_{k,k'}] < 1 \left\vert \text{Err}([r_U]), \Xi_{k, \cdot}, \Xi_{k', \cdot}, |\mathcal{L}_{k,k'}| \geq q_I/3 \right\} \right] \leq \frac{1}{(N q_I^2)^2}$$
Proof. To prove this, we use the statement of Lemma 10.11 which gives a lower bound for the type of next representative item conditional on the type of previous item types, $\Xi_k$ and $\Xi_{k'}$, and the event $\text{Err}([r_U])$. Note that $\text{Err}([r_U])$ implies $\text{Err}([m])$ for all $m \leq r_U$. Assuming $N$ being large enough so that $r_U/q_U < 5/6$, for $m \leq r_U$ we have

$$\mathbb{P} \left[ X_m \notin \mathcal{L}_{k,k'} | X_1, \ldots, X_{m-1}, \Xi_k, \Xi_{k'}, \text{Err}([m-1]) \right] \leq \frac{7}{10},$$

where the choice of $r_U = 13 \log N q_U^2$ gives the last inequality.

Hence, for $m \leq r_U$, condition on $\Xi_k, \Xi_{k'}, \text{Err}([m-1]), |\mathcal{L}_{k,k'}| > \frac{q_U}{3}$, the random variable $1[X_m \in \mathcal{L}_{k,k'}]$ stochastically dominates a Bern$(7/10)$ random variable. Hence,

$$\mathbb{P} \left[ \sum_{m=1}^{r_U} 1[X_m \in \mathcal{L}_{k,k'}] = 0 | \Xi_k, \Xi_{k'}, \text{Err}([m-1]), |\mathcal{L}_{k,k'}| > \frac{q_U}{3} \right] \leq \left( \frac{7}{10} \right)^{r_U} \leq \frac{1}{(Nq_U^2)^2}.$$

where the choice of $r_U = 13 \log N q_U^2$ gives the last inequality.

In the following lemma, we study the probability distribution and dependence of choice of representative items from distinct item types. Note that the item types chosen to be learned are not i.i.d. over time: i) No item type can be chosen twice to be learned; ii) If a given item type has more items in $\mathcal{M}_1$, it has a higher probability of being picked earlier to be learned; iii) There is a slight dependence between the preference matrix $\Xi$ and the distribution of item types being chosen to learn: If two item types $j$ and $j'$ are rated similarly by many users and one of them, $j$, was chosen to be learned before, there is a high probability that many items of type $j'$ is $\mathcal{M}_1$ were misclassified by the algorithm to be of type $j$. This reduces the probability of choosing $j'$ in the next steps to be learned.

In the following lemma, we will study the effect of all these parameters and show that fixing at most two rows of matrix $\Xi$, at each step, the choice of item types to be learned is close to uniform over the types that have not been learned before. This lemma will be used to bound the probability of error of partitioning the users. It will
also be used in providing a lower bound of the number of learned item types which are liked by a given user type.

**Lemma 10.11.** Let the sequence of random variables \( X_1 = \tau_I(i_1), \cdots, X_m = \tau_I(i_m) \) denote the item types of the first \( m \) representative items to be learned by the algorithm.

For given distinct user types \( k \) and \( k' \), let \( \Xi_k, \cdot \) and \( \Xi_{k'}, \cdot \) to be the \( k \)–th and \( k' \)–th rows of matrix \( \Xi \).

Conditional on the \( k \) and \( k' \)–th row of matrix \( \Xi \), given \( X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}) \), we are going to find upper and lower bounds for probability of choosing a representative item with a specific type \( j \notin \{X_1, \cdots, X_{m-1}\} \) is almost uniform (up to a constant) over the set of item types not learned yet by the algorithm.

\[
\mathbb{P}[X_m = j \mid X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \cdot, \Xi_{k'}, \cdot, \text{Err}([m - 1])] > \frac{81}{100 \ q_I - (m - 1)} \tag{10.25}
\]

**Proof.** To bound the probability of choosing a representative item with a specific type at the next step, we look at the proportion of items the the given type compared to the total number of remaining items in \( M_1 \).

Let \( \bar{R}(j) \) to be the set of items in \( M_1 \) of type \( j \)

\[
\bar{R}(j) = \{ i \in M_1 : \tau_I(i) = j \}. \tag{10.26}
\]

A new item type is chosen randomly among the remaining items in \( M_1 \). Conditional on the \( k \) and \( k' \)–th row of matrix \( \Xi \) and the event \( \text{Err}([m - 1]) \), given \( X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}) \), we are going to find upper and lower bounds for probability of choosing a representative item with a specific type \( j \notin \{X_1, \cdots, X_{m-1}\} \):

\[
\mathbb{P}[X_m = j \mid X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \cdot, \Xi_{k'}, \cdot, \text{Err}([m - 1])] \tag{10.27}
\]

Then, using tower property of expectation and some calculations gives the statement of the lemma.

For \( m \), let \( t \) be the time the \( m \)-th representative item is chosen randomly by the algorithm. For \( j \notin \{X_1, \cdots, X_{m-1}\} \) the probability of choosing representative so that
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$X_m = j$ is equal to the proportion of items of type $j$ in the remaining items in $\mathcal{M}_1$ at time $t - 1$. Note that some items of type $j$ might have been already miscategorized by time $t - 1$. This corresponds to items $i \in \mathcal{M}_1$ such that $i \in \tilde{\mathcal{R}}(j)$, but $i \in \tilde{\mathcal{S}}_{m'}$ for some $m' < m$. It implies $\tilde{\mathcal{E}}_i([m - 1]) = 1$. So the total number of items of type $j$ in the remaining items in $\mathcal{M}_1$ might be smaller than $\tilde{\mathcal{R}}(j)$.

Define the error event $\tilde{\mathcal{E}}_i(X_1, \cdots, X_m)$ for $i \in \mathcal{M}_1$ as in Equation (10.22). Remember that we use Definition 10.8 for the event $\text{Err}([m - 1])$.

The number of items of type $j$ in $\mathcal{M}_1$ by time $t - 1$ is

$$|\tilde{\mathcal{R}}(j)| - \sum_{i \in \tilde{\mathcal{R}}(j) \cap (\bigcup_{r \in [m - 1]} \tilde{\mathcal{S}}_r)} 1[\tilde{\mathcal{E}}_i] = |\tilde{\mathcal{R}}(j)| - \sum_{i \in \tilde{\mathcal{R}}(j)} 1[\tilde{\mathcal{E}}_i([m - 1])].$$

which is lower bounded by $|\tilde{\mathcal{R}}(j)|$. Conditioning on event $\text{Err}([m - 1])$, the number of items of type $j$ in $\mathcal{M}_1$ by time $t - 1$ is upper bounded by $\frac{9}{10}|\tilde{\mathcal{R}}(j)|$.

The number of items removed from $\mathcal{M}_1$ by the time $t$ when $X_m$ is chosen is

$$\sum_{i=1}^{m-1} |\tilde{\mathcal{R}}(X_i)| + \sum_{j \in [q]} \sum_{\{X_1, \cdots, X_{m-1}\} \in \tilde{\mathcal{R}}(j)} 1[\tilde{\mathcal{E}}_i([m - 1])],$$

which is upper bounded by $\sum_{i=1}^{m-1} |\tilde{\mathcal{R}}(X_i)|$. Conditioning on event $\text{Err}([m - 1])$, the total number of remaining items in $\mathcal{M}_1$ is upper bounded by $\frac{9}{10}(M - \sum_{i=1}^{m-1} |\tilde{\mathcal{R}}(X_i)|)$.

**Lower bound for (10.27).** For $j \notin \{X_1, \cdots, X_m\}$, we have

$$\mathbb{P}[X_m = j | X_1, \cdots, X_{m-1}, \tilde{\mathcal{R}}(\cdot), \Xi_k, \Xi_{k'}, \text{Err}([m - 1])] \geq \frac{9}{10} \frac{|\tilde{\mathcal{R}}(j)|}{M - \sum_{i=1}^{m-1} |\tilde{\mathcal{R}}(X_i)|}.$$

(10.28)

**Upper bound for (10.27).** For $j \notin \{X_1, \cdots, X_m\}$, we have

$$\mathbb{P}[X_m = j | X_1, \cdots, X_{m-1}, \tilde{\mathcal{R}}(\cdot), \Xi_k, \Xi_{k'}, \text{Err}([m - 1])] \geq \frac{10}{9} \frac{|\tilde{\mathcal{R}}(j)|}{M - \sum_{i=1}^{m-1} |\tilde{\mathcal{R}}(X_i)|}.$$

(10.29)
Taking the expectation of $|\bar{R}(j)|$ conditional on

$$X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \Xi_{k'}, \text{Err}([m-1])$$

for any $j \notin \{X_1, \cdots, X_m\}$ is invariant to choice of $j$. So, there exists a constant $C$

$$C = \mathbb{E} \left[ \frac{|\bar{R}(j)|}{M - \sum_{i=1}^{m-1} |\bar{R}(X_i)|} \middle| X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \Xi_{k'}, \text{Err}([m-1]) \right]$$

which is independent of $j$ as long as $j \notin \{X_1, \cdots, X_m\}$. Using tower property of expectation on Equation (10.28) and (10.29) along with the definition of $C$ above gives

$$\frac{9}{10} C < \mathbb{P}[X_m = j | X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \Xi_{k'}, \text{Err}([m-1])] < \frac{10}{9} C.$$ 

Since there are $q_I - (m-1)$ types $j$ such that $j \notin \{X_1, \cdots, X_{m-1}\}$ taking the summation over $j$'s, the second inequality of the above display gives $C \geq \frac{9}{10 q_I - (m-1)}$. The left inequality of the above display gives for all $j \notin \{X_1, \cdots, X_m\}$,

$$\mathbb{P}[X_m = j | X_1, \cdots, X_{m-1}, \bar{R}(X_1), \cdots, \bar{R}(X_{m-1}), \Xi_k, \Xi_{k'}, \text{Err}([m-1])] > \frac{81}{100 q_I - (m-1)}.$$ 

Using $\epsilon = \frac{1}{q_I N}$ and $N > 32$,

$$\mathbb{P}[X_m = j | X_1, \cdots, X_{m-1}, \Xi_k, \Xi_{k'}, \text{Err}([m-1])] \geq \frac{3}{8(q_I - (m-1))}.$$

\hfill \Box

### 10.2.3 Probability of not finding enough exploitable items

**Lemma 10.12.** For user $u \in [N]$,

$$\mathbb{P}[|\bar{R}_u| \leq T] \leq 3 \exp\left(-\frac{\ell}{18}\right) + \frac{64}{\ell N}$$
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And,
\[
\mathbb{E}[(T - |R_u|)_+] \leq 3T \exp\left(-\frac{\ell}{8}\right) + \frac{64T}{\ell N}.
\]

Proof. Roughly speaking, any user \( u \) likes about half of the \( \ell \) item types learned by the algorithm. The total number of items in \( \mathcal{M}_2 \) is \( T \frac{64q}{\ell} \). Hence, there are about \( T \frac{64}{\ell} \) items from each of the item types in \( \mathcal{M}_2 \). So, with high probability \( R_u \) being the items in \( \mathcal{M}_2 \) which user \( u \) is expected is more than \( T \).

Making this argument rigorous requires careful reasoning for the following reasons:

i) \( R_u \) is the union of \( S_j \)'s with \( L_{u,i_j} = +1 \). But, for a specific \( j \) such that \( L_{u,i_j} = +1 \), due to misclassification of items, there might be some items of the same type as \( i_j \) which have been misclassified and removed from \( S_j \). This issue is addressed carefully in the remaining of this proof. ii) The choice of item types learned by the algorithm at each step is statistically dependent of number of remaining items in each item type in \( \mathcal{M}_1 \). Again, due to the misclassification, this could be different from the actual number of items of each given type. Additionally, the probability of misclassifying an item of a given type depends on the ratings of a users for that item. Hence, the choice of next item type to be learned is not statistically independent of the rating of a given user \( u \) for a given item type. The effect of this dependency should be studied carefully. This phenomenon is addressed carefully in the proof of Claim 10.13.

For \( u \in \mathcal{P}_k \), we define
\[
\tilde{R}_u = \{ i \in \mathcal{M}_2 : \tau_I(i) = \tau_I(i_j), \text{ for some } j \in [\ell] \text{ such that } L_{v,i_j} = +1, \text{ for some } v \in \mathcal{P}_k \}.
\]

(10.30)
to be the items in \( \mathcal{M}_2 \) whose types are similar to one of the \( i_j \)'s which are liked by \( u \). If there is no error in the classification of items, \( \tilde{R}_u \) is equal to \( R_u \). It will be easier to bound \( \tilde{R}_u \).

Note that if an item \( i \in \tilde{R}_u \) is correctly classified by the algorithm, then \( i \in R_u \); so \( i \in \tilde{R}_u \setminus R_u \) implies \( \mathcal{E}_i \) (misclassification defined in Equation (10.2)). Hence,
\[
|R_u| \geq |	ilde{R}_u| - \sum_{i \in \mathcal{M}_2} 1[\mathcal{E}_i].
\]

(10.31)
Observing from Claim 10.4, $\mathbb{P}[\mathcal{E}_i] \leq 2/(q_i N)$. Hence,

$$\mathbb{P}[|\mathcal{R}_u| \leq T] \leq \mathbb{P}[|\tilde{\mathcal{R}}_u| - \sum_{i \in M_2} 1[\mathcal{E}_i] \leq T]$$

$$\leq \mathbb{P}[|\tilde{\mathcal{R}}_u| < \frac{3}{2} T] + \mathbb{P}[\sum_{i \in M_2} 1[\mathcal{E}_i] \geq \frac{T}{2}] \quad (10.32)$$

and

$$\mathbb{E}[(T - |\mathcal{R}_u|)_+] \leq \mathbb{E}[(T - |\tilde{\mathcal{R}}_u|)_+] + \mathbb{E}\left[\sum_{i \in M_2} 1[\mathcal{E}_i]\right]. \quad (10.33)$$

We bound the second expectation of Equation (10.33) using Claim 10.4

$$\mathbb{E}\left[\sum_{i \in M_2} 1[\mathcal{E}_i]\right] \leq |M_2|\epsilon = \frac{64T}{N\ell} \quad (10.34)$$

and by Markov Inequality for any $s > 0$

$$\mathbb{P}[\sum_{i \in M_2} 1[\mathcal{E}_i] \geq sT] \leq \frac{64}{s\ell N}. \quad (10.35)$$

We now bound tail probability of $|\tilde{\mathcal{R}}_u|$. Remember $\tilde{\mathcal{R}}_u$ is the set of items in $M_2$ with types the same as representatives which are liked by some user in the same partition as user $u$.

Let $\tilde{\mathcal{R}}(j)$ be the set of items in $M_2$ whose types are the same as $i_j$ :

$$\tilde{\mathcal{R}}(j) = \{ i \in M_2 : \tau_1(i) = \tau_1(i_j) \}. \quad (10.36)$$

Note that the sets $\tilde{\mathcal{R}}(j)$ are mutually exclusive. Let

$$\mathcal{L}_k^{(\ell)} = \{ \tau_1(i_j) : j \in [\ell], \xi_{k,\tau_1(i_j)} = +1 \} \quad (10.37)$$

be the set of learned item types in $[\ell]$ which are liked by user $u$. Note that the algorithm guarantees that each representative corresponds to a different item type.
Hence, if the partitioning over the users is correct,

\[
|\tilde{R}_u| = \sum_{i \in \mathcal{M}_2} 1[\tau_I(i) \in \mathcal{L}_{\tau_U(u)}^{(\ell)}].
\]

Note that according to the definition of \( \mathcal{L}_{\ell}^{(\ell)} \) given in Equation (10.37), \( \mathcal{L}_{\ell}^{(\ell)} \) is determined by: i) \( k\)-th row of matrix \( \Xi \) (denoted by \( \Xi_k \)) which determines whether for all \( v \) such that \( \tau_U(v) = \tau_U(u) \), \( L_{v,i_j} = \xi_{k,\tau_I(i_j)} = +1 \) or not; ii) the items in \( \mathcal{M}_1 \), their types and some randomness in the algorithm which determines the choice of \( i_j \) and \( \tau_I(i_j) \). Hence, the set \( \mathcal{L}_{\ell}^{(\ell)} \) is statistically independent of all items \( i \in \mathcal{M}_2 \) and their item type. Hence, conditional on any given \( \mathcal{L}_{\ell}^{(\ell)} \), the types \( \tau_I(i) \) for \( i \in \mathcal{M}_2 \) is uniformly and independently distributed over \([q_I] \). So, given \( \mathcal{L}_{\ell}^{(\ell)} \) with size \( \ell_{\ell} = |\mathcal{L}_{\ell}^{(\ell)}| \), condition on the partitioning over the users being correct, \( |\tilde{R}_u| \) is the sum of \( |\mathcal{M}_2| \) i.i.d. binary random variables; it is a Binomial random variable with mean \( M_{\ell}^{k} = 64 T_{\ell}^{k} \). Using Chernoff bound given in Lemma A.3, condition on \( \ell_{\ell} \geq \ell_{/30} \),

\[
\mathbb{P}\left[|\tilde{R}_u| < \frac{3}{2} T \left| \ell_{\ell}^{(\ell)} \geq \ell/30, B \right| \right] \leq \exp(-T/11).
\]

The above inequality and the statement of Claim 10.13 and Lemma 10.7 give

\[
\mathbb{P}[|\tilde{R}_u| \leq \frac{3}{2} T] < \mathbb{P}\left[|\tilde{R}_u| < \frac{3}{2} T \left| \ell_{\ell}^{(\ell)} \geq \ell/30, B \right| \right] + \mathbb{P}\left[ \ell_{\ell}^{(\ell)} < \ell/30, B \right] + \mathbb{P}[(B)^c] \\
< \mathbb{P}\left[|\tilde{R}_u| < \frac{3}{2} T \left| \ell_{\ell}^{(\ell)} \geq \ell/30, B \right| \right] + \mathbb{P}\left[ \ell_{\ell}^{(\ell)} < \ell/30 \right] + \mathbb{P}[(B)^c] \\
\leq \exp(-T/11) + \exp(-\ell/15) + \exp(-q_I/18) + \frac{20}{N}.
\]

Plugging this and Equation (10.35) into Equation (10.32) gives

\[
\mathbb{P}[|R_u| < T] \leq \exp(-T/11) + \exp(-\ell/15) + \exp(-q_I/18) + \frac{20}{N} + \frac{128}{\ell N}.
\]

Since \( \ell < T \) and \( \ell < q_I \),

\[
\mathbb{P}[|R_u| < T] \leq 3 \exp(-\ell/18) + \frac{148}{N}.
\]

□
Claim 10.13. For any $u \in [N]$, and $\ell^{(l)}_k = |L^{(l)}_k|$ with $L^{(l)}_k$ defined in Equation (10.37) to be the set of learned item types which $u$ likes,

$$\mathbb{P}[\ell^{(l)}_k < \ell/30] < \exp(-\ell/15) + \exp(-q_I/18) + \frac{20}{N}.$$  

Proof. For given user type $k$, the parameter $\ell^{(l)}_k$ denotes the number of learned item types liked by user type $k$. The set of item types learned by the algorithm is a function of the number of items of a given item type in $M_1$ at each step; misclassifying items in previous steps changes the number of items of a given type at a given time. Also, the probability of misclassifying an item from a given type depends on the preference of users for that item type. Hence, whether or not user type $u$ likes an item type is statistically dependent on whether or not that item type is chosen as one of the learned item types. We will show that the effect of this dependency is small; subsequently, we find upper bounds for probability of $\ell^{(l)}_k < \ell/30$.

Let $L_k$ be the item types in $[q_I]$ which are liked by user type $k$.

$$L_k = \{ j \in [q_I] : \xi_{k,j} = +1 \} \quad (10.38)$$

Since the elements of matrix $\Xi$ (determining $L_k$) are independently Bern(1/2) distributed, using Chernoff bound in Lemma A.3 gives

$$\mathbb{P}[|L_k| < q_I/3] < \exp(-q_I/18). \quad (10.39)$$

We will show that

$$\mathbb{P} \left[ \ell^{(l)}_k \leq \ell/30 \mid |L_k| > q_I/3 \right] \leq \exp(-\ell/5) + \frac{20}{N} \quad (10.40)$$

To do so, let the sequence of random variables $X_1 = \tau_I(i_1), X_2 = \tau_I(i_2), \cdots$ denote the item types chosen to be learned by the algorithm. Then, $|L^{(l)}_k| = \sum_{j \in [\ell]} 1[X_j \in L_k]$. Note that the set $L_k$ is a one-to-one function of $k$–th row of matrix $\Xi$ (denoted by
Define $\mathcal{R}(j)$ to be the set of items in $\mathcal{M}_1$ of type $j$

$$\mathcal{R}(j) = \{ i \in \mathcal{M}_1 : \tau_I(i) = j \}.$$ \hspace{1cm} (10.41)

Define the error event $\tilde{E}_i$ for $i \in \mathcal{M}_1$, defined in Equation (10.22), be the event item $i \in \mathcal{M}_1$ is miscategorized into one of the representative item types labeled by $X_1, \cdots, X_m$. Also, let $\tilde{E}_i = \tilde{E}_i([q_I])$ be the error event associated with item $i \in \mathcal{M}_1$ similar to before.

Using Definition 10.8 for event $\text{Err}(X_1, \cdots, X_m)$, applying the total probability lemma, for any fixed value of $\Xi_k$:

$$p = \mathbb{P}\left[ \sum_{i=1}^{\ell} \mathbb{1} \left[ X_i \in \mathcal{L}_k \right] < \ell/30 \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] \leq \mathbb{P}\left[ \sum_{i=1}^{\ell} \mathbb{1} \left[ X_i \in \mathcal{L}_k \right] < \ell/30 \left| \text{Err}([\ell]), \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] + \mathbb{P}\left[ (\text{Err}([\ell]))^c \left| \text{Err}([\ell]) \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right].$$ \hspace{1cm} (10.42)

Considering $\mathbb{P}\left[ (\text{Err}([\ell]))^c \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] \leq \mathbb{P}\left[ \text{Err}^c \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right]$, using the tower property of expectation on the result of Claim 10.14 provides an upper bound for the second term on the right hand side of above display:

$$\mathbb{P}\left[ (\text{Err}([\ell]))^c \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] \leq \frac{20}{N}.$$ \hspace{1cm} (10.43)

Lemma 10.15 provides the upper bound for the first term for all $\Xi_k$, such that $|\mathcal{L}_k| \geq q_I/3$ (remember that $\mathcal{L}_k$ is a deterministic function of the $k$–th rows of matrix $\Xi$). Hence,

$$\mathbb{P}\left[ \sum_{i=1}^{\ell} \mathbb{1} \left[ X_i \in \mathcal{L}_k \right] < \ell/30 \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] \leq \exp(-\ell/15).$$

Plugging this into Equation (10.42) gives

$$\mathbb{P}\left[ \sum_{i=1}^{\ell} \mathbb{1} \left[ X_i \in \mathcal{L}_k \right] < \ell/30 \left| \Xi_k, |\mathcal{L}_k| \geq q_I/3 \right. \right] \leq \exp(-\ell/15) + \frac{20}{N}.$$
Taking the expectation of this with respect to $\Xi_k$, condition on $|L_k| \geq q_I/3$ and lugging Equation (10.39) gives the statement of claim. 

\textbf{Claim 10.14.} Let $\text{Err}$ be the error defined in Definition 10.8 be the event under which at most a fraction of $1/10$-th of items in $M_1$ from any item types are misclassified. Then,

$$\mathbb{P}[\text{Err}^c \mid \Xi_k] \leq \frac{21}{N}.$$ 

\textit{Proof.} We use

$$\mathbb{P}[\text{Err}^c \mid \Xi_k] \leq \mathbb{P}[\text{Err}^c \mid \Xi_k, B] + \mathbb{P}[B^c \mid \Xi_k].$$

The exact same steps in the proof of Lemma 10.7 shows that $\mathbb{P}[B^c \mid \Xi_k] \leq 2/N^2$.

To bound the first term in the above display, for any $i \in M_1$ define

$$\tilde{E}_{i,U_i} = \{\exists j \neq \tau_I(i) : L_{u,i} = \xi_{\tau_U(u),j}, \forall u \in U_i\} \tag{10.44}$$

Condition on the partitioning over users being correct, the event $\tilde{E}_i \subseteq \tilde{E}_{i,U_i}$ for the set of users $U_i$ which are used in classifying item $i$. Exactly similar to the proof of Claim 10.3, Given $N$ large enough so that $q_U > 10r_I$, the $r_I$ users rating any item in $M_1$ belong to at least $\frac{r_I}{2}$ distinct user types with probability at least $1 - \frac{1}{q_I^2}$.

Conditioning on $\Xi_k$, implies that there are at least $r_I/2 - 1$ distinct user types (chosen independent of feedback and matrix $\Xi$) are used as witnesses in categorizing item $i$. Hence, the probability that there is another item type $j \neq \tau_I(i)$ which is rated the same by these $r_I/2 - 1$ user types is $2^{-(r_I/2-1)} \leq 2/(Nq_I^2)^5$. Hence,

$$\mathbb{P}[\tilde{E}_i \mid \Xi_k, B] \leq \frac{1}{Nq_I} + \frac{2}{(Nq_I^2)^5} \leq \frac{2}{Nq_I}.$$ 

Using Definition 10.8 for $\text{Err}$ gives

$$\mathbb{P}[\text{Err}^c \mid \Xi_k, B] \leq \frac{20}{N}.$$ 

The above two inequalities give the statement of the Claim. \qed
Lemma 10.15. Let the sequence of random variables \( X_1 = \tau_I(i_1), X_2 = \tau_I(i_2), \ldots \) denote the item types chosen to be learned by the algorithm. Then,

\[
P \left[ \sum_{i=1}^{\ell} 1[X_i \in L_k] < \ell/30 \ \bigg| \ Err([\ell]), L_k, |L_k| \geq q_I/3 \right] < \exp(-\ell/15).
\]

Proof. We use the statement of Lemma 10.11 to show that for any \( k \in [q_I] \) and any \( j \notin \{X_1, \ldots, X_{m-1}\} \)

\[
P[X_m = j, X_1, \ldots, X_{m-1}, Xi, Err([m-1])] > \frac{81}{100} \frac{1}{q_I - (m-1)} \tag{10.45}
\]

Hence, for \( \Xi_k \) such that \( |L_k| \geq q_I/3 \),

\[
P[X_m \in L_k \bigg| \sum_{m'=1}^{m-1} 1[X_{m'} \in L_k] < s, \Xi_k, |L_k| \geq q_I/3, Err([m-1])] > \frac{81}{100} \frac{q_I - s}{q_I - (m-1)} > \frac{1}{5}.
\]

where the last inequality holds for \( s \leq \ell/30 \) and \( m \leq \ell \leq q_I \). So the random variable \( \sum_{m'=1}^{\ell} 1[X_{m'} \in L_k] \) conditional on \( \Xi_k, |L_k| \geq q_I/3 \) and \( Err([m-1]) \), stochastically dominates a Bin(\( \ell, 1/5 \)) random variable. Hence,

\[
P \left[ \sum_{m'=1}^{\ell} 1[X_{m'} \in L_k] < \frac{\ell}{30} \ \bigg| \Xi_k, |L_k| \geq q_I/3, Err \right] > \exp(-\ell/15).
\]

\( \Box \)
10.3 General lower bound

In this section, we provide the lower bound for the joint model introduced in Section 7.2.

Theorem 10.16. In the joint structure model, given \( N > 3q_U \log(2q_U) \), there are numerical constants \( c_1, c_2, c_3 \) and \( C \) such that any recommendation algorithm must incur regret

\[
\text{regret}(T) \geq -1 + C \begin{cases} 
\sqrt{\frac{Tq_I}{N}}, & \text{if } T \leq c_1 \frac{N(\log q_U)^2}{q_I} \\
\frac{\sqrt{Tq_I q_U}}{N}, & \text{if } c_1 \frac{N(\log q_U)^2}{q_I} \leq T \leq c_2 \frac{q_I q_U}{(\log q_U)^2} \\
T \frac{r_I}{N}, & \text{if } c_2 \frac{q_I q_U}{(\log q_U)^2} \leq T.
\end{cases}
\]

The strategy of the proof is very similar to the lower bounds of regret for user-user model and item-item model. First, we will show certain recommendations (defined in Equation (10.53)) are bad recommendations in the sense that the probability of them being successful is at best close to half. We will represent regret defined in Equation (7.1) as the expected number of bad recommendation. Then, using a careful counting argument, we can find a lower bound for the number of bad recommendations in any algorithm which gives the lower bound for regret. The proof of this statement is a straightforward consequence of Lemmas 10.30 and 10.42.

In this section we use the following notations: \( \tau_I(\cdot) = \{\tau_I(i') : i' \in \mathbb{N}\} \) denotes the sequence of item types for all items. \( \tau_I(\cdot \setminus \{i\}) = \{\tau_I(i') : i' \in \mathbb{N}, i' \neq i\} \) denotes the sequence of item types for all items excluding item \( i \). The notations \( \tau_U(\cdot) \) and \( \tau_U(\cdot \setminus \{u\}) \) are defined similarly.

\( \Xi_{\setminus \{k,j\}} = \{\xi_{k',j'} : (k',j') \in [q_U] \times [q_I], (k',j') \neq (k,j)\} \) denotes all the elements in matrix \( \Xi \) except \( \xi_{k,j} \).

Throughout the proof we use Definition 8.5 for \((t,\epsilon)\)-column regularity repeated here: Let \( A \in \{-1,+1\}^{m \times n} \). For ordered tuple of distinct (column) indices \( w = (i_1, \ldots, i_t) \in [n]^t \), let \( M = (A_{i_1})_{i \in w} \in \{-1,+1\}^{m \times t} \) be the matrix formed by concatenating columns of \( A \) indexed by \( w \). For given row vector \( b \in \{-1,+1\}^t \), let
$K_{b,w}(A) \subseteq [m]$ be the set of rows in $M = (A_i)_{i \in w}$ which are identical to the row $b$.

The cardinality of $K_{b,w}(A)$ is denoted by $k_{b,w}(A)$. $A$ is said to be $(t, \epsilon)$-column regular if

$$\max_{w,b} \left| k_{b,w}(A) - \frac{m}{2^t} \right| \leq \frac{\epsilon m}{2^t},$$

where the maximum is over tuples $w$ of $t$ columns and $\pm 1$ vectors $b$ of size $t$. We define $\Omega_{t,\epsilon}$ to be the set of $(t, \epsilon)$-column regular matrices.

According to the Definition 9.11, matrix $A$ is $(t, \epsilon)$-row regular (denoted by $A^T \in \Omega_{t,\epsilon}$) if its transpose is $(t, \epsilon)$-column regular.

Claim 8.6 shows that if a matrix $A \in \{-1, +1\}^{m \times n}$ is $(t, \epsilon)$-column regular, then it is also $(s, \epsilon)$-column regular for all $s < t$.

In Lemma 8.7 it is proved that for matrix $A \in \{-1, +1\}^{m \times n}$ with i.i.d. Bern$(1/2)$ entries is $(t, \epsilon)$-column regular with probability at least

$$1 - 2(2n)^t \max \left\{ \exp \left( -\frac{\epsilon^2 m}{3 \cdot 2^t} \right), \exp \left( -\frac{\epsilon m}{2 \cdot 2^t} \right) \right\}.$$

**Definition 10.17.** Let $c^t_i$ be the number of user types from which a user has rated item $i$ by time $t - 1$:

$$c^t_i := |\{ k \in [q_U] : \text{there exists user } u \in [N] \text{ with user type } \tau_U(u) = k, \text{ s.t. } a_{u,s} = i \text{ for some } s < t \}|.$$

For any $t \leq T$ and any constant $r_I$,

$$1[c^t_i \geq r_I] \leq 1[c^T_i \geq r_I]. \quad (10.46)$$

**Definition 10.18.** Let $d^t_u$ be the number of distinct item types that were rated by user $u$ up to time $t - 1$:

$$d^t_u := |\{ j \in [q_I] : \text{there exists item } i \in [N] \text{ with item type } \tau_I(i) = j, \text{ s.t. } a_{u,s} = i \text{ for some } s < t \}|.$$
For any \( t \leq T \) and any constant \( r_U \),

\[
1[d_u^t \geq r_U] \leq 1[d_u^T \geq r_U]. \tag{10.47}
\]

Throughout this section, let

\[
\epsilon = \frac{1}{\log N}, \quad r_I = \log q_I - 5 \log \log N, \quad r_U = \log q_U - 5 \log \log N. \tag{10.48}
\]

Claim 10.19. For any user \( u \in [N] \), and item \( i \) recommended to \( u \) at time \( t \),

\[
\mathbb{P}[L_{u,i} = +1 | a_{u,t} = i, c_i^t < r_I, d_u^t < r_U, \Xi^T \in \Omega_{r_I,\epsilon}, \Xi \in \Omega_{r_U,\epsilon}] \leq \frac{1 + 4\epsilon}{2}.
\]

Proof. We are going to show that given a preference matrix, there are many item types that are consistent with the history of an item \( i \) which has been rated by less than \( r_I \) user types. Similarly, there are many user types consistent with the history of a user that has rated less than \( r_U \) item types. The row regularity and the column regularity of the preference matrix implies that uncertainty in types of item and user results in uncertainty of outcome of recommending \( i \) to \( u \).

Given \( \Xi, \tau_I(\cdot \setminus \{i\}) \) and \( H_{t-1} \) let \( w_i = \{k \in [q_U] : a_{u',s} = i, \tau_U(u') = k, s < t\} \) be the set of user types that were recommended item \( i \) up to time \( t - 1 \), and let \( b_i \) be the vector of feedback from users of types in \( w_i \) about item \( i \) (for user type \( k \in w_i \), the corresponding element in \( b_i \) is \( L_{u,i} \) for some user \( u' \) with \( \tau_U(u') = k \)). Note that since \( a_{u,t} = i \) and each user is recommended an item only once, we know that user \( u \) was not recommended item \( i \) by time \( t - 1 \). Hence conditioning on \( \tau_U(\cdot \setminus \{u\}) \) (not knowing the type of user \( u \)) does not make the definition of \( w_i \) ambiguous.

Using the notation in Definition 8.5, if \( M \) is the matrix formed by concatenating the rows of \( \Xi \) indexed by \( w_i \), then \( K_{b_i,w_i}(\Xi^T) \) would be the set of columns (corresponding to the item types) which are identical. We claim that conditional on matrix \( \Xi \), vectors \( b_i \) and \( w_i \), the type \( \tau_I(i) \) of item \( i \) at the end of time instant \( t - 1 \) is uniformly distributed over the set of item types \( K_{b_i,w_i}(\Xi^T) \) consistent with this data. This can be derived by applying Bayes rule considering that the prior distribution of type of
each item is uniform over \([q_i]\).

Very similarly, given \(\Xi\), \(\tau_I(\cdot \setminus \{i\})\) \(\tau_U(\cdot \setminus \{u\})\) and \(H_{t-1}\) let \(w_u = \{j \in [q_i] : a_{u,s} = i', \tau_I(i') = j, s < t\}\) be the set of item types that were recommended to user \(u\) up to time \(t - 1\), and let \(b_u\) be the vector of feedback from recommending items of types in \(w_u\) to user \(u\) (for item type \(j \in w_u\), the corresponding element in \(b_u\) is \(L_{u,i'}\) for some user \(i'\) with \(\tau_I(i') = j\)). By a similar argument as above, conditioning on \(\tau_I(\cdot \setminus \{i\})\) does not make the definition of \(w_u\) ambiguous.

As before, using the notation in Definition 8.5, conditional on matrix \(\Xi\), vector \(b_u\) and \(w_u\), the type \(\tau_U(u)\) of user \(u\) at the end of time instant \(t - 1\) is uniformly distributed over the set of user types \(K_{b_u,w_u}(\Xi)\).

So, conditioning on \(\Xi\), \(\tau_I(\cdot \setminus \{i\})\), \(\tau_U(\cdot \setminus \{u\})\) and \(H_{t-1}\) implies conditioning on

\[
\{\tau_U(u) \in K_{b_u,w_u}(\Xi), \tau_I(i) \in K_{b_i,w_i}(\Xi^T)\}
\]

and \(\Xi\) for the corresponding \(b_u\), \(w_u\), \(b_i\) and \(w_i\). On the other hand conditioning on \(c_i < r_I\) and \(d_u < r_U\) implies \(w_i < r_I\) and \(w_u < r_U\).

The event \(\{L_{u,i} = +1\}\) is equivalent to the event

\[
\{\exists j \in [q_i], k \in [q_U], \xi_{k,j} = +1, \tau_U(u) = k, \tau_I(i) = j\}.
\]

Using total probability lemma,

\[
P[L_{u,i} = +1|\Xi, \tau_I(\cdot \setminus \{i\}), \tau_U(\cdot \setminus \{u\}), H_{t-1} = H] \overset{(a)}{=} \sum_{j \in K_{b_u,w_u}(\Xi^T)} P[\tau_I(i) = j, \tau_U(u) \in K_{b_u,w_u}(\Xi), \tau_I(i) \in K_{b_i,w_i}(\Xi^T)]
\]

\[
\overset{(b)}{=} \sum_{j \in K_{b_u,w_u}(\Xi^T)} \frac{1}{k_{b_i,w_i}(\Xi^T)} \frac{k_{b_u,w_u}(\Xi)}{k_{b_i,w_i}(\Xi)}
\]

here equality (a) is application of total probability lemma on the type of item \(i\). Equality (b) uses the fact that, condition on variables specified above at time \(t - 1\):
i) type of item \( i \) is uniform over \( K_{b_i,w_i}(\Xi^T) \); ii) type of user \( u \) is uniform over \( K_{b_u,w_u}(\Xi) \); iii) For given \( j \in K_{b_i,w_i}(\Xi^T) \), the probability of type of user \( u \) being in \( K_{b_u^+,w_{uj}}(\Xi) \) is uniform proportional to the size of this set.

Using tower property of expectation on the above gives:

\[
P[L_{u,i} = +1 \mid a_{u,t} = i, c_i^t < r_i, d^t_u < r_U, \Xi^T \in \Omega_{r_I,\epsilon}, \Xi \in \Omega_{r_U,\epsilon}] \\
\qquad \overset{(b)}{=} \sum_{j \in K_{b_i,w_i}(\Xi^T)} \frac{1}{k_{b_i,w_i}(\Xi^T)} \frac{k_{b_u^+,w_{uj}}(\Xi)}{k_{b_u,w_u}(\Xi)} \\
\qquad \overset{(c)}{\leq} \frac{\frac{q_U}{2|w_u|+1}(1+\epsilon)}{\frac{q_U}{2|w_u|}(1-\epsilon)} \overset{(d)}{\leq} \frac{1}{2}(1+4\epsilon)
\]

The last inequality is the result of the fact that: i) \( k_{b_i,w_i}(\Xi^T) > 1 \) since \( |w_i| < r_I \); ii) \( |w_u| \leq r_U \); iii) The preference matrix \( \Xi \) in \((r_U,\epsilon)\) - column regular: for \( |w_u| < r_U \), \( k_{b_u^+,w_{uj}}(\Xi) < \frac{q_U}{2|w_u|+1}(1+\epsilon) \) and \( k_{b_u,w_u}(\Xi) > \frac{q_U}{2|w_u|}(1-\epsilon) \). Finally, inequality (d) uses \( \epsilon < \frac{1}{\log N} \).

**Corollary 10.20.** Given \((r_U,\epsilon)\)-column regular and \((r_I,\epsilon)\)-row regular preference matrix \( \Xi \), recommending an item that has been rated by less than \( r_I \) user types to a user that has rated less than \( r_U \) item types gives uncertain outcome (these are among bad recommendations made by the algorithm):

\[
A1 := P[L_{u,a_{u,t}} = +1, c_i^t < r_I, d^t_u < r_U, \Xi^T \in \Omega_{r_I,\epsilon}, \Xi \in \Omega_{r_U,\epsilon}] \\
\leq \frac{1+4\epsilon}{2} P[c_i^t < r_I, d^t_u < r_U, \Xi^T \in \Omega_{r_I,\epsilon}, \Xi \in \Omega_{r_U,\epsilon}] .
\]

**Proof.** Multiplying the statement of Claim 10.19 by \( P[a_{u,t} = i, c_i^t < r_I, d^t_u < r_U, \Xi^T \in \Omega_{r_I,\epsilon}, \Xi \in \Omega_{r_U,\epsilon}] \) and taking summation over \( i \) gives the corollary. \( \square \)

**Definition 10.21.** Let \( B_{\tau_U(u),i}^t \) be the event that a user with type \( \tau_U(u) \) has rated item \( i \) by time \( t - 1 \), i.e.,

\[
B_{\tau_U(u),i}^t = \{ \exists u' \in [N] : a_{u',t} = i \text{ for some } s < t \text{ with } \tau_U(u) = \tau_U(u') \}.
\]

**Claim 10.22.** Given \((r_I,\epsilon)\)-row regular preference matrix \( \Xi \), if the number of user
types that have rated item \( i \) is less than \( r_I \), and no user of type \( \tau_U(u) \) has rated \( i \), then the outcome of recommending item \( i \) to user \( u \) is uncertain:

\[
\mathbb{P}[L_{u,i} = +1 \mid a_{u,t} = i, \tau_I(\cdot), (B^t_{\tau_U(u),i})^c, \Xi^T, \tau_I(i) \in \Omega_{\tau_I,\epsilon}] \leq \frac{1 + 4\epsilon}{2}.
\]

**Proof.** Conditional on \( \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}) \) and \( H_{t-1} \) similar to the proof of Claim 10.19, define \( w_i, b_i \) and \( K_{b_i,w_i}(\Xi^T) \). We will show that if the event \((B^t_{\tau_U(u),i})^c \) holds, conditional on \( \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}) \) and vectors \( b_i \) and \( w_i \), the random variable \( L_{u,i} \) is statistically independent of \( H_{t-1} \):

\[
L_{u,i} \perp H_{t-1} \mid (B^t_{\tau_U(u),i})^c, \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}), \tau_I(i) \in K_{b_i,w_i}(\Xi^T).
\]

To see this, note that for all the history which \((B^t_{\tau_U(u),i})^c \) holds, all the past recommendations of item \( i \) are a function of \( \Xi, b_i \) and \( w_i \). Past recommendations of other items are also function of \( \tau_I(\cdot) \) and \( \Xi \).

Using this and the fact that \( i \) \( B^t_{\tau_U(u),i} \) is a deterministic function of \( H_{t-1} \) and \( \tau_U(\cdot) \); ii) \( b_i \) and \( w_i \) are deterministic functions of \( H_{t-1}, \tau_U(\cdot) \) and preference matrix \( \Xi \), one can show that

\[
\mathbb{P}[L_{u,i} = +1 \mid a_{u,t} = i, H_{t-1}, (B^t_{\tau_U(u),i})^c, \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}), \tau_I(i) \in K_{b_i,w_i}(\Xi^T)]
\]

\[
= \mathbb{P}[L_{u,i} = +1 \mid \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}), \tau_I(i) \in K_{b_i,w_i}(\Xi^T)]
\]

\[
\overset{(a)}{=} \mathbb{P}[\tau_I(i) \in K_{b_i^+,\{w_i,\tau_U(u)\}}(\Xi^T), \Xi, \tau_U(\cdot), \tau_I(\cdot \setminus \{i\}), \tau_I(i) \in K_{b_i,w_i}(\Xi^T)]
\]

\[
\leq \frac{k_{b_i^+,\{w_i,\tau_U(u)\}}(\Xi^T)}{k_{b_i,w_i}(\Xi^T)}
\]

where in (a) we are using the fact that condition on the event \((B^t_{\tau_U(u),i})^c \), it is guaranteed that \( \tau_U(u) \notin w_i \).

\[
\mathbb{P}[L_{u,i} = +1 \mid a_{u,t} = i, \epsilon^t_i < r_I, d^t_u \geq r_U, (B^t_{\tau_U(u),i})^c, \Xi^T, \tau_I(i) \in \Omega_{\tau_I,\epsilon}] 
\]

\[
\leq \mathbb{E} \left[ \frac{k_{b_i^+,\{w_i,\tau_U(u)\}}(\Xi^T)}{k_{b_i,w_i}(\Xi^T)} | \Xi^T \in \Omega_{\tau_I,\epsilon} \right] \leq \frac{11 + \epsilon}{21 - \epsilon} \leq \frac{1 + 4\epsilon}{2}.
\]
where we used the definition of row regularity and the assumption $\epsilon < 1/2$.

### Corollary 10.23
For $A_2$ defined below, the following upper bound holds:

$$A_2 := P[L_{u,a_{u,t}} = +1, c_{a_{u,t}}^t < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u),i})^c, \Xi^T \in \Omega_{r_I,\epsilon}] \leq \frac{1 + 4\epsilon}{2} P[c_{a_{u,t}}^t < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u),i})^c, \Xi^T \in \Omega_{r_I,\epsilon}].$$

**Proof.** Multiplying the statement of Claim 10.22 by $P[a_{u,t} = i, c_i^t < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u),i})^c, \Xi^T \in \Omega_{r_I,\epsilon}]$ and summing over $i$ gives the statement of the corollary.

### Definition 10.24
Let $B^t_{u,\tau_I(i)}$ be the event that user $u$ has rated an item of the same item type as item $i$ by time $t - 1$, i.e.,

$$B^t_{u,\tau_I(i)} = \{\exists i' \in \mathbb{N} : a_{u,s} = i' \text{ for some } s < t \text{ with } \tau_I(i) = \tau_I(i')\}.$$

### Claim 10.25
If user $u$ has not rated any item with the same type as $i$ by time $t - 1$, and user $u$ has rated less than $r_U$ distinct item types by time $t$, then the outcome of recommending $i$ to $u$ at time $t$ is uncertain:

$$P[L_{u,i} = +1 | a_{u,t} = i, c_i^t \geq r_I, d_u^t < r_U, (B^t_{u,\tau_I(i)})^c, \Xi^T \in \Omega_{r_U,\epsilon}] \leq \frac{1 + 4\epsilon}{2}.$$

**Proof.** The proof is very similar to the proof of Claim 10.22. Conditional on $\Xi, \tau_I(\cdot), \tau_U(\cdot, \{u\})$ and $H_{t-1}$, define $w_u, b_u$ and $K_{b_u,w_u}(\Xi)$. Note that if event $(B^t_{u,\tau_I(i)})^c$ holds, then $\tau_I(i) \notin w_u$. We will show that

$$L_{u,i,H_{t-1}} | (B^t_{u,\tau_I(i)})^c, \Xi, \tau_U(\cdot, \{u\}), \tau_I(\cdot), \tau_I(i) \in K_{b_u,w_u}(\Xi).$$

To see this, note that for all the history which $(B^t_{u,\tau_I(i)})^c$ holds, the outcome of all the past recommendations to user $u$ are a function of $\Xi, \tau_I(\cdot), b_u$ and $w_u$. Past
recommendations to other users are also function \( \tau_U(\cdot \setminus \{ u \}), \tau_I(\cdot) \) and \( \Xi \).

\[
P[L_{u,i} = +1 \mid a_{u,t} = i, H_{t-1}, (B^t_{u,\tau_I(i)})^c, \Xi, \tau_U(\cdot \setminus \{ u \}), \tau_I(\cdot), \tau_I(i) \in K_{b_a,w_a}(\Xi)]
= P[L_{u,i} = +1 \mid \Xi, \tau_U(\cdot \setminus \{ u \}), \tau_I(\cdot), \tau_I(i) \in K_{b_a,w_a}(\Xi)]
\overset{(a)}{=} P[\tau_U(u) \in K_{b_a,w_a}(\Xi) \mid \Xi, \tau_I(\cdot), \tau_U(\cdot \setminus \{ u \}), \tau_U(u) \in K_{b_a,w_a}(\Xi)]
\leq \frac{k_{b_a,w_a}(\Xi)}{k_{b_a,w_a}(\Xi)}
\]

where in (a) we are using the fact that condition on the event \((B^t_{u,\tau_I(i)})^c\), it is guaranteed that \(\tau_I(i) \notin w_u\).

\[
P[L_{u,i} = +1 \mid a_{u,t} = i, c_i^t \geq r_I, d_u^t < r_U, (B^t_{u,\tau_I(i)})^c, \Xi \in \Omega_{r_U,\epsilon}]
\leq E \left[ \frac{k_{b_a,w_a}(\Xi)}{k_{b_a,w_a}(\Xi)} \mid \Xi \in \Omega_{r_U,\epsilon} \right]
\leq \frac{1}{2} \frac{1 + \epsilon}{1 - \epsilon} \leq \frac{1 + 4 \epsilon}{2},
\]

where we used the definition of column regularity and the assumption \(\epsilon < 1/2\). \(\square\)

**Corollary 10.26.** For A3 defined below, the following upper bound holds:

A3 := \(P[L_{u,a_{u,t}} = +1, c_i^t \geq r_I, d_u^t < r_U, (B^t_{u,\tau_I(a_{u,t})})^c, \Xi \in \Omega_{r_U,\epsilon}]\)
\[
\leq \frac{1 + 4 \epsilon}{2} P[c_i^t \geq r_I, d_u^t < r_U, (B^t_{u,\tau_I(a_{u,t})})^c, \Xi \in \Omega_{r_U,\epsilon}].
\]

**Proof.** Multiplying the statement of Claim 10.25 by \(P[a_{u,t} = i, c_i^t \geq r_I, d_u^t < r_U, (B^t_{u,\tau_I(i)})^c, \Xi \in \Omega_{r_U,\epsilon}]\) and summing over \(i\) gives the statement of the corollary. \(\square\)

**Definition 10.27.** Let \(B^t_{\tau_U(u),\tau_I(i)}\) be the event that a user with type \(\tau_U(u)\) has rated an item with type \(\tau_I(i)\) by time \(t - 1\), i.e.,

\[
B^t_{\tau_U(u),\tau_I(i)} = \{ \exists i' \in \mathbb{N}, u' \in [N] : a_{u',t} = i' \text{ for some } s < t \text{ with } \tau_I(i') = \tau_I(i), \tau_U(u') = \tau_U(u) \}.
\]

**Claim 10.28.** Recommending item \(i\) to user \(u\) gives uncertain outcome if no user
with the same type as $u$ has rated any item with the same type as $i$:

$$\mathbb{P}[L_{u,i} = +1 | a_{u,t} = i, c_i^t \geq r_I, d_u^t \geq r_U, (B_{\tau_U(u),\tau_I(i)}^t)^c] = \frac{1}{2}$$

**Proof.** We can show that

$$L_{u,i} \mid H_{t-1} \left| (B_{\tau_U(u),\tau_I(i)}^t)^c, \Xi \setminus \{\tau_U(u),\tau_I(i)\}, \tau_U(\cdot), \tau_I(\cdot) \right.$$  

The above property holds because for all history $H_{t-1}$ such that $(B_{\tau_U(u),\tau_I(i)}^t)^c$ holds, the outcome of all the past recommendations are function of $\Xi \setminus \{\tau_U(u),\tau_I(i)\}$ and $\tau_U(\cdot)$. Also, condition on $\tau_U(\cdot)$ and $\tau_I(\cdot)$, we have $L_{u,i} = \xi_{\tau_U(u),\tau_I(i)}$. Hence

$$\mathbb{P}[L_{u,i} = +1 | a_{u,t} = i, H_{t-1}, (B_{\tau_U(u),\tau_I(i)}^t)^c, \Xi \setminus \{\tau_U(u),\tau_I(i)\}, \tau_U(\cdot), \tau_I(\cdot)]$$  

$$= \mathbb{P}[\xi_{\tau_U(u),\tau_I(i)} = +1 | (B_{\tau_U(u),\tau_I(i)}^t)^c, \Xi \setminus \{\tau_U(u),\tau_I(i)\}, \tau_U(\cdot), \tau_I(\cdot)]$$  

$$= \frac{1}{2}$$

Hence, using tower property of expectation,

$$\mathbb{P}[L_{u,i} = +1 | a_{u,t} = i, c_i^t \geq r_I, d_u^t \geq r_U, (B_{\tau_U(u),\tau_I(i)}^t)^c] = \frac{1}{2}$$

**Corollary 10.29.** For $A4$ defined below, the following upper bound holds:

$$A4 : = \mathbb{P}[L_{u,a_t} = +1, c_{a_{u,t}}^t \geq r_I, d_u^t \geq r_U, (B_{\tau_U(u),\tau_I(a_{u,t})}^t)^c]$$  

$$= \frac{1}{2} \mathbb{P}[c_{a_{u,t}}^t \geq r_I, d_u^t \geq r_U, (B_{\tau_U(u),\tau_I(a_{u,t})}^t)^c].$$

**Proof.** Multiplying the statement of Claim 10.28 by $\mathbb{P}[a_{u,t} = i, c_i^t \geq r_I, d_u^t \geq r_U, (B_{\tau_U(u),\tau_I(i)}^t)^c]$ and summing over $i$ gives the statement of the corollary.

\[\square\]
Let

\[ B_1(u, t) := 1[c_{a,u,t}^t < r_I, d_u^t < r_U] \] (10.49)
\[ B_2(u, t) := 1[c_{a,u,t}^t < r_I, d_u^t \geq r_U, (B_{r_U(a,u,t)}^U)^c] \] (10.50)
\[ B_3(u, t) := 1[c_{a,u,t}^t \geq r_I, d_u^t < r_U, (B_{r_I(a,u,t)}^I)^c] \] (10.51)
\[ B_4(u, t) := 1[c_{a,u,t}^t \geq r_I, d_u^t \geq r_U, (B_{r_U(a,u,t)}^U)^c \cdot (B_{r_I(a,u,t)}^I)^c] \] (10.52)

Next, define the set of bad recommendations up until time \( T \) to be:

\[ \text{bad}(T) := \sum_{t=1}^{T} \sum_{u=1}^{N} \mathbb{E} [B_1(u, t) + B_2(u, t) + B_3(u, t) + B_4(u, t)] . \] (10.53)

**Lemma 10.30.** For the set of bad recommendations defined in Equation (10.53), the following lower bound for regret holds:

\[ N \text{regret}(T) \geq \frac{1 - 4\epsilon}{2} \text{bad}(T) - 4 . \]

**Proof.** We decompose the set of recommendations made up until time \( T \) according to: i) the preference matrix \( \Xi \) is \((r_I, \epsilon)\)-row regular or not; ii) the preference matrix \( \Xi \) is \((r_U, \epsilon)\)-column regular or not; iii) the user been has recommended items from more than \( r_U \) distinct item types; iv) The recommended item has been recommended to users from more than \( r_I \) distinct user types or not; v) user \( u \) or users with similar type has rated item \( i \) or any item with the similar item type before.
We use the Definitions 10.17, 10.18, 10.21, 10.24 and 10.27.

\[
N(T - \text{regret}(T)) = \sum_{t=1}^{T} \sum_{u=1}^{N} 1[L_{u,a_{u,t}} = +1]
\]

\[
\leq A1 + A2 + A3 + A4 + 2\mathbb{P}[\Xi \notin \Omega_{\tau_U,\varepsilon}] + 2\mathbb{P}[\Xi^T \notin \Omega_{\tau_I,\varepsilon}]
\]

\[
+ \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t < r_U, B^t_{\tau_U(u),i}] + \mathbb{P}[c_{a_{u,t}}^d < r_I, d_u^t \geq r_U, B^t_{\tau_U(u),i}]
\]

\[
+ \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t \geq r_U, B^t_{\tau_U(u),\tau_I(a_{u,t})}]
\]

\[\leq \frac{1 + 4\varepsilon}{2} \mathbb{P}[c_{a_{u,t}}^d < r_I, d_u^t < r_U]
\]

\[
+ \frac{1 + 4\varepsilon}{2} \mathbb{P}[c_{a_{u,t}}^d < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u),i})^c]
\]

\[
+ \frac{1 + 4\varepsilon}{2} \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t < r_U, (B^t_{\tau_U(u),\tau_I(a_{u,t})})^c]
\]

\[
+ \frac{1}{2} \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t \geq r_U, (B^t_{\tau_U(u),\tau_I(i)})^c]
\]

\[
+ \frac{4}{N} + \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t < r_U, B^t_{\tau_U(u),\tau_I(i)}]
\]

\[
+ \mathbb{P}[c_{a_{u,t}}^d < r_I, d_u^t \geq r_U, B^t_{\tau_U(u),i}]
\]

\[
+ \mathbb{P}[c_{a_{u,t}}^d \geq r_I, d_u^t \geq r_U, B^t_{\tau_U(u),\tau_I(a_{u,t})}]
\]

\[\leq NT - \frac{1 - 4\varepsilon}{2} \text{bad}(T) + \frac{4}{N}
\] (10.54)

where in inequality (a) we used the statement of Claims 10.19, 10.22, 10.25 and 10.28.

Using statement of Lemma 8.7, \(\mathbb{P}[\Xi \notin \Omega_{\tau_U,\varepsilon}] < \frac{1}{N}\) and \(\mathbb{P}[\Xi^T \notin \Omega_{\tau_I,\varepsilon}] < \frac{1}{N}\) with the choice of parameters given in Equation (10.48). \(\square\)

Next, we will represent find several lower bounds for the total number of bad recommendations defined in Equation (10.53) as a function of parameters of the algorithm. Later, we will show that for any choice of these parameters, there is some lower bound for \(\text{bad}(T)\).

**Definition 10.31.** Let \(\mathcal{F}_T\) be the items that have been rated by more than \(r_I\) user types by time \(T\) and

\[
f_T := |\mathcal{F}_T| = \sum_{i \in \mathbb{N}} 1[c_i^T \geq r_I].
\] (10.55)
Definition 10.32. Let $G_T$ to be the items that have been rated by less than $r_I$ user types by time $T$ and
\[ g_T := |G_T| = \sum_{i \in \mathcal{N}} 1[0 < c_i^T < r_I]. \tag{10.56} \]

Claim 10.33. The expected number of bad recommendations defined in Equation (10.53) satisfies the following lower bound:
\[ \text{bad}(T) \geq f_T(r_I - 1) + g_T. \tag{10.57} \]

Proof. Using Equations (10.49) and (10.50):
\[
\begin{align*}
B_1(u,t) + B_2(u,t) & = 1[c_{a_{u,t}}^t < r_I, d_{u}^t < r_U, B_{r_U(u),a_{u,t}}^t] \\
& + 1[c_{a_{u,t}}^t < r_I, d_{u}^t < r_U, (B_{r_U(u),a_{u,t}}^t)^c] \\
& + 1[c_{a_{u,t}}^t < r_I, d_{u}^t \geq r_U, (B_{r_U(u),a_{u,t}}^t)^c] \\
& \geq 1[c_{a_{u,t}}^t < r_I, (B_{r_U(u),a_{u,t}}^t)^c].
\end{align*}
\]

According to Definition 10.31 the items in $F_T$ are rated by at least $r_I$ distinct user types by time $T$. So, each item $i \in F_T$, there are recommended at least $r_I - 1$ times in which $1[c_{i}^t < r_I, (B_{r_U(u),i}^t)^c]$ holds. The items in $G_T$ are recommended to at least one user by time $T$. Hence, all items $i \in G_T$ are recommended at least once when $1[c_{i}^t < r_I, (B_{r_U(u),i}^t)^c]$ holds. Hence,
\[
\sum_{t=1}^{T} \sum_{u=1}^{\mathcal{N}} B_1(u,t) + B_2(u,t) \geq f_T(r_I - 1) + g_T.
\]

Claim 10.34. The expected number of bad recommendations defined in Equation (10.53) satisfies the following lower bound:
\[ \text{bad}(T) \geq T(r_I - 1). \tag{10.58} \]

Proof. The total number of recommendations made to all the users by the end of
time $T$ is $TN$. The items in $\mathcal{F}_T$ can be recommended at most $N$ times. According to the definition given in Equation (10.56), the items in $\mathcal{G}_T$ are recommended at most $r_I$ times. Hence,

$$TN \leq f_T N + g_T (r_I - 1).$$

Plugging this into Equation (10.57) gives

$$\text{bad}(T) > T(r_I - 1) + g_T (1 - \frac{(r_I - 1)^2}{N}).$$

Note that for $N$ large enough, $(r_I - 1)^2 < N$ which gives the statement of the claim.

**Definition 10.35.** Let $\mathcal{W}_T \subseteq [N]$ be the set of users that have rated more than $r_U$ distinct item types by time $T$. Let

$$w_T := \frac{1}{N} |\mathcal{W}_T| = \frac{1}{N} \sum_{u \in [N]} \mathbf{1}[d^T_u \geq r_U]. \quad (10.59)$$

Note $u \notin \mathcal{W}_T$, for all $t \in [T]$, we have $d^t_u < r_I$.

**Claim 10.36.** The expected number of bad recommendations defined in Equation (10.53) satisfies the following lower bound:

$$\text{bad}(T) \geq w_T N (r_U - 1). \quad (10.60)$$

**Proof.** Using Equations (10.49) and (10.51):

$$\mathbf{B}1(u,t) + \mathbf{B}3(u,t) = \mathbf{1}[c^t_{a_{u},t} < r_I, d^t_u < r_U, (\mathcal{B}_{u,I}(a_{u,t}))^c] + \mathbf{1}[c^t_{a_{u},t} < r_I, d^t_u < r_U, (\mathcal{B}_{u,I}(a_{u,t}))^c] + \mathbf{1}[c^t_{a_{u},t} \geq r_I, d^t_u < r_U, (\mathcal{B}_{u,I}(a_{u,t}))^c] \geq \mathbf{1}[d^t_u < r_U, (\mathcal{B}_{u,I}(i))^c] \quad (10.61)$$

According to Definition 10.35 the users in $\mathcal{W}_T$ have rated at least $r_U$ distinct item types by time $T$. So, each user $u \in \mathcal{W}_T$, are recommended at least $r_U - 1$ times in
which $1[d_u^t < r_U, (B^t_{u, \tau_I(i)})^c]$ holds. The users in $[N] \setminus \mathcal{W}_T$ are recommended at least one item by time $T$. Hence, all users $u \in [N] \setminus \mathcal{W}_T$ are recommended at least once when $1[d_u^t < r_U, (B^t_{u, \tau_I(i)})^c]$ holds. Hence,

$$\sum_{t=1}^{T} \sum_{u \in \mathcal{W}_T} B1(u, t) + B3(u, t) \geq w_T N(r_U - 1)$$

\[\square\]

**Definition 10.37.** Let $\Gamma^T_u$ be the set of item types that are rated by user $u$ by time $T$.

$$\Gamma^T_u = \{j \in [q_I] : \sum_{t \in [T], \tau_I(i) = j} 1[a_{u,t} = i] \neq 0\}$$

Let $\gamma^T_u = |\Gamma^T_u|$.

Note that for according to the definition of $\mathcal{W}_T$

$$\forall u \notin \mathcal{W}_T, \quad \gamma^T_u < r_U.$$  \hspace{1cm} (10.62)

**Definition 10.38.** Let $r^T_j$ be the number of items with item type $j$ that have been rated by time $T$:

$$r^T_j = |\{i : \tau_I(i) = j, a_{u,t} = i, u \in [N], t \leq T\}|.$$

The total number of items recommended (ever seen by the algorithm) by time $T$ is $f_T + g_T$. Also, for any user $u$, $T$ items from $\mathcal{F}_T \cup \mathcal{G}_T$ with types in $\Gamma^T_u$ (defined in Definition 10.37) are recommended by time $T$. Hence, $T \leq \sum_{j \in \Gamma^T_u} r^T_j$. This implies

$$\gamma^T_u := \min_{u \notin \mathcal{W}_T} \gamma^T_u \geq \frac{T}{\max_j r^T_j}.$$  \hspace{1cm} (10.63)

Note that the prior distribution of type of each item is uniform on $[q_I]$ independently of other items. So, $r^T_j$ is $\text{Bin}(f_T + g_T, \frac{1}{q_I})$. We provide two different deviation bounds for the random variable $\max_{j \in q_I} r^T_j$ as a function of $f_T + g_T$:  \hspace{1cm} (10.64)
• When $f_T + g_T \geq 6q_I \log q_I$, using the Chernoff bound in Lemma A.3 with $\epsilon = 1$,

$$
\mathbb{P}[\max_{j \in q_I} r_j^T \geq 2 \frac{f_T + g_T}{q_I}] \leq q_I \exp \left( - \frac{f_T + g_T}{3q_I} \right) \leq \frac{1}{q_I},
$$

(10.63)

where the last inequality is due to the fact that $f_T + g_T \geq 6q_I \log q_I$. This implies that

$$
\mathbb{P}[\gamma^T_\ast \geq \frac{Tq_I}{2(f_T + g_T)}] \geq 1/2
$$

(10.64)

and we always have $\gamma^T_\ast \geq 1$.

• When $f_T + g_T < 6q_I \log q_I$, using the Chernoff bound in Lemma A.3 with

$$
\epsilon = \frac{18q_I \log q_I}{f_T + g_T} - 1 > 2,
$$

gives

$$
\mathbb{P}[\max_{j \in q_I} r_j^T \geq 18 \log q_I] \leq q_I \exp \left( - \left(\frac{18q_I \log q_I}{f_T + g_T} - 1\right)^2 \frac{f_T + g_T}{2q_I} \right) \leq \frac{1}{q_I},
$$

(10.65)

where the last inequality is due to the fact that $f_T + g_T < 6q_I \log q_I$. This implies that

$$
\mathbb{P}[\gamma^T_\ast \geq \frac{T}{18 \log q_I}] \geq 1/2
$$

(10.66)

and we always have $\gamma^T_\ast \geq 1$.

The above two cases show that

$$
\mathbb{P}[\gamma^T_\ast \geq \min\{\frac{T}{36 \log q_I}, \frac{Tq_I}{6(f_T + g_T)}\}] \geq 1/2
$$

(10.67)

and we always have $\gamma^T_\ast \geq 1$.

**Claim 10.39.** If $w_T \neq 1$, for $\delta = q_I \exp(- \frac{T}{3q_I})$ we have

$$
\text{bad}(T) \geq (1 - \delta) \frac{Tq_I}{3t_U}
$$

(10.68)
Proof. Plugging Equation (10.64) into Equation (10.62), if \( w_T \neq 1 \), then \( \gamma^T_T \leq r_U \) and

\[
g_T \geq \frac{T q_I}{2 r_U} - f_T
\]

Plugging this into Equation (10.57) shows that if \( w_T \neq 0 \), with probability \( 1 - \delta \),

\[
\sum_{t=1}^{T} \sum_{u=1}^{\Theta} B1(u, t) + B2(u, t) \geq \frac{T q_I}{2 r_U} + f_T (r_I - 2) > \frac{T q_I}{2 r_U}.
\]  

(10.69)

Using definition of \( \text{bad}(T) \) given in Equation (10.53) gives the statement of the claim.

\[ \square \]

**Definition 10.40.** Let \( \Theta^T_k \) be the set of item types that are rated by any user of type \( k \) by time \( T \).

\[
\Theta^T_k = \{ j \in [q_I] : \sum_{t_{i \in [T]} : i \in \tau_I(u) : u : \tau_U(u) = k} a_{u,t} = i \neq 0 \}
\]

Let \( \theta^T_k = |\Theta^T_k| \).

Similarly, for any user type \( k \), \( T \) items from \( F_T \cup G_T \) with types in \( \Theta^T_k \) (defined in Definition 10.40) are recommended by time \( T \). Hence, \( T \leq \sum_{j \in \Theta^T_k} r^T_j \). This implies \( \theta^T_k = \min_k \theta^T_k \geq \frac{T}{\max_j r^T_j} \). Similar to the Equation (10.63) and (10.65):

- When \( f_T + g_T \geq 6q_I \log q_I \),

\[
\mathbb{P}[\theta^T_* \geq \frac{T q_I}{2(f_T + g_T)}] \geq 1/2 .
\]  

(10.70)

we always have \( \theta^T_* \geq 1 \).

- When \( f_T + g_T < 6q_I \log q_I \)

\[
\mathbb{P}[\theta^T_* \geq \frac{T}{18 \log q_I}] \geq 1/2 .
\]  

(10.71)

we always have \( \theta^T_* \geq 1 \).
The above two cases show that

\[ \mathbb{P}[\theta_s^T \geq \min \{ \frac{T}{36 \log q_I}, \frac{T q_I}{6(f_T + g_T)} \}] \geq 1/2 \]  \tag{10.72} 

and we always have \( \theta_s^T \geq 1 \).

**Claim 10.41.** The number of bad recommendations up to time \( T \) satisfies the lower bound:

\[ \text{bad}(T) \geq \frac{w_T q_U}{4} \theta_s^T + (1 - w_T) N \gamma_s^T. \]  \tag{10.73} 

**Proof.** As shown in Equation (10.61)

\[ B_1(u, t) + B_3(u, t) \geq 1[d_u^t < r_U, (B^t_{u, \tau_I(i)})^c] \]

Taking the summation for \( u / \in \mathcal{U}_T \) gives

\[ \sum_{t=1}^T \sum_{u/ \in \mathcal{U}_T} B_1(u, t) + B_3(u, t) \geq (1 - w_T) N \gamma_s^T \]  \tag{10.74} 

Note that if no user from user type \( \tau_U(u) \) has rated any item from item type \( \tau_I(i) \), then we are sure that no user from user type \( \tau_U(i) \) has rated item \( i \): \( 1[(B^t_{\tau_U(u), i})^c] \geq 1[(B^t_{\tau_U(u), \tau_I(i)})^c] \). We also know that \( 1[d_u^t > r_U] \geq 1[d_u^t > r_U] \) Hence,

\[ B_2(u, t) + B_4(u, t) = 1[c^t_{a_u, t} < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u), \tau_I(a_u, t)})^c] \]

\[ + 1[c^t_{a_u, t} \geq r_I, d_u^t \geq r_U, (B^t_{\tau_U(u), \tau_I(a_u, t)})^c] \]

\[ \geq 1[c^t_{a_u, t} < r_I, d_u^t \geq r_U, (B^t_{\tau_U(u), \tau_I(i)})^c] \]

\[ + 1[c^t_{a_u, t} \geq r_I, d_u^t \geq r_U, (B^t_{\tau_U(u), \tau_I(a_u, t)})^c] \]

\[ \geq 1[d_u^t \geq r_U, (B^t_{\tau_U(u), \tau_I(a_u, t)})^c] \]

Using the Chernoff bound, with probability \( 1 - q_U \exp(-\frac{N}{3q_U}) \), the maximum number of users with any given user type is less than \( 2 \frac{N}{q_U} \). So, with probability \( 1 - q_U \exp(-\frac{N}{3q_U}) \), there are at least \( \frac{w_T N}{2q_U} = w_T q_U/2 \) distinct user types among the users in \( \mathcal{U}_T \). Counting the total number of item types any given user type with users
in \( W_T \) has rated (and given Definition 10.40), with probability \( 1 - q_U \exp\left(-\frac{N}{3q_U}\right) \),

\[
\sum_{t=1}^{T} \sum_{u \in W_T} B2(u, t) + B4(u, t) \geq \frac{w_T q_U \theta^*_T}{2}.
\] (10.75)

Merging this with Equation (10.74) gives

\[
\text{bad}(T) \geq [1 - q_U \exp\left(-\frac{N}{3q_U}\right)] \frac{w_T q_U \theta^*_T}{2} + (1 - w_T) N \gamma^*_T
\]

We assume \( N \) is large enough so that \( N > 3q_U \log(2q_U) \), which gives the statement of claim.

\[\square\]

**Lemma 10.42.** For some constant \( c > 0 \), the expected number of bad recommendations defined in Equation (10.53) satisfies the following lower bound:

\[
\text{bad}(T) \geq \begin{cases} 
  c \sqrt{T q_I} N, & \text{if } 3q_I \log(2q_I) \leq T \leq \frac{N q_I}{q_I} \\
  c \sqrt{T q_I q_U}, & \text{if } \frac{N q_I}{q_I} \leq T \leq \frac{q_I q_U}{r_U} \\
  c T r_I, & \text{if } \frac{q_I q_U}{r_U} \leq T.
\end{cases}
\]

**Proof.** Equation (10.57) and plugging Equation (10.72) into Equation (10.73) gives:

\[
2 \text{bad}(T) \geq \max \left\{ f_T + g_T, \frac{w_T q_U}{4} \min\left\{ \frac{T q_I}{36 \log q_I}, \frac{T q_I}{6(f_T + g_T)} \right\} + (1 - w_T) N \gamma^*_T \right\}
\]

If \( Tw_T q_U \geq 144q_I (\log q_I)^2 \), then

\[
2 \text{bad}(T) \geq \max \left\{ f_T + g_T, \frac{w_T q_U}{4} \frac{T q_I}{6(f_T + g_T)} + (1 - w_T) N \gamma^*_T \right\}
\]

\[
\geq \sqrt{\frac{w_T q_U q_I}{8} \; T} + (1 - w_T) N \gamma^*_T
\]

otherwise,

\[
2 \text{bad}(T) \geq \frac{w_T q_U}{4} \frac{T}{36 \log q_I} + (1 - w_T) N \gamma^*_T
\]
Similarly, Equation (10.57) and plugging Equation (10.67) into above gives:

- If \( T \frac{q_U}{q_I} \geq 144 q_I (\log q_I)^2 \) and \( T(1 - w_T)N \geq 216 q_I (\log q_I)^2 \)
  
  \[
  2 \text{bad}(T) \geq \sqrt{\frac{w_T q_U q_I}{32}} T + \sqrt{\frac{(1 - w_T)N q_I}{6}} T
  \]

- If \( T \frac{q_U}{q_I} \geq 144 q_I (\log q_I)^2 \) and \( T(1 - w_T)N < 216 q_I (\log q_I)^2 \)
  
  \[
  2 \text{bad}(T) \geq \sqrt{\frac{w_T q_U q_I}{32}} T + \frac{(1 - w_T)N q_I}{36 \log q_I} T
  \]

- If \( T \frac{q_U}{q_I} < 144 q_I (\log q_I)^2 \) and \( T(1 - w_T)N \geq 216 q_I (\log q_I)^2 \)
  
  \[
  2 \text{bad}(T) \geq \frac{w_T q_U q_I}{4} T \frac{T}{36 \log q_I} + \sqrt{\frac{(1 - w_T)N q_I}{6}} T
  \]

- If \( T \frac{q_U}{q_I} < 144 q_I (\log q_I)^2 \) and \( T(1 - w_T)N < 216 q_I (\log q_I)^2 \)
  
  \[
  2 \text{bad}(T) \geq \frac{w_T q_U q_I}{4} T \frac{T}{36 \log q_I} + \frac{(1 - w_T)N q_I}{36 \log q_I} T
  \]

Some algebraic manipulations shows that for any choice of the parameter \( w_T \) by the algorithm, the following lower bound holds:

\[
\text{bad}(T) \geq c \begin{cases} 
\sqrt{T q_I N}, & \text{if } T \leq \frac{N r^2}{q_I} \\
\sqrt{T q_I q_U}, & \text{if } \frac{N r^2}{q_I} \leq T \leq \frac{q q_U}{r^2} \\
T r_I, & \text{if } \frac{q q_U}{r^2} \leq T
\end{cases}
\]
Chapter 11

Discussion

We analyzed the performance of online collaborative filtering in a latent variable model in which users of the same type rate all items similarly and items of the same type are rated by every user similarly. We studied two extreme regimes of interest corresponding to model only based on structure in user space (called user-user) and model based on only structure in item space (called item-item). We provided optimal algorithms and compared their performance in different regimes.

We showed that the user-user algorithm has a large cold-start time, but immediately afterwards it achieves its asymptotic regime, i.e., all the recommendations for a period of time are essentially random, but then after learning the user types, the performance stays constant.

In comparison, the item-item algorithms can make meaningful recommendations very early on. But it takes much longer time to reach the asymptotic state. The asymptotic performance of item-item algorithm is also much better than the user-user case.

The joint algorithm proposed here has the benefits of both worlds. It starts off by making meaningful recommendations pretty soon and it takes much smaller time compared to item-item to reach the asymptotic performance. The rate of regret in the asymptotic regime of the joint algorithm is also equal to item item (which is the better of two models).

We provide information theoretic lower bounds for the performance of any algo-
algorithm in all three regimes. To the best of our knowledge, this is one of the first body of works studying the optimality of online algorithms in the context of collaborative filtering problems.
Appendix A

Deviation bounds

Lemma A.1 (Hoeffding’s inequality). Let $Z^{(1)}, \ldots, Z^{(n)}$ be $n$ i.i.d. random variables taking values in the interval $[-1, 1]$ and let $S_n = \frac{1}{n} \left(Z^{(1)} + \cdots + Z^{(n)}\right)$. Then,

$$P \left[|S_n - \mathbb{E}Z^{(1)}| > t\right] \leq 2 \exp(-nt^2/2).$$

Lemma A.2 (Bernstein’s inequality). Let $Z^{(1)}, \ldots, Z^{(n)}$ be i.i.d. random variables. Suppose that for all $i$, $|Z^{(i)} - \mathbb{E}[Z^{(i)}]| \leq M$ almost surely. Then, for all positive $t$,

$$P \left[\left|\sum_{i=1}^{n} Z^{(i)} - n\mathbb{E}[Z^{(1)}]\right| \geq t\right] \leq 2 \exp\left(-\frac{t^2}{2n\text{VAR}(Z) + \frac{2}{3}Mt}\right).$$

Lemma A.3 (Chernoff bound). Let $X_1, \ldots, X_n \in [0, 1]$ be independent random variables. Let $X = \sum X_i$ and $\bar{X} = \sum \mathbb{E}X_i$. Then, for any $\epsilon > 0$,

$$P(X \geq (1 + \epsilon)\bar{X}) \leq \exp\left(-\frac{\epsilon^2}{2 + \epsilon}\bar{X}\right) \leq \max\{\exp\left(-\frac{\epsilon^2}{3}\bar{X}\right), \exp\left(-\frac{\epsilon}{2}\bar{X}\right)\}$$

$$P(X \leq (1 - \epsilon)\bar{X}) \leq \exp\left(-\frac{\epsilon^2}{2}\bar{X}\right).$$

$$P(|X - \bar{X}| \geq \epsilon\bar{X}) \leq 2 \max\{\exp\left(-\frac{\epsilon^2}{3}\bar{X}\right), \exp\left(-\frac{\epsilon}{2}\bar{X}\right)\}$$
Lemma A.4 (Balls and bins). Given $m \leq n/3$, if we throw $m$ balls into $n$ bins independently uniformly at random, then probability that less than $m/2$ bins are nonempty is smaller than $\exp(-m/2)$.

Proof. Let $k$ be the number of nonempty bins. There are $\binom{n}{k}$ possible choices for nonempty bins. The probability that at most $k \leq m/2$ bins are nonempty is

$$
\binom{n}{k} \left( \frac{k}{n} \right)^m \leq \left( \frac{n \cdot e}{k} \right)^k \left( \frac{k}{n} \right)^m \leq \left( \frac{k \cdot e}{n} \right)^{m/2} \leq \exp(-m/2),
$$

where we used $k \leq m/2$ and $k \leq n/6$. \qed
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